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Preface

The purpose of this Master thesis is to develop and simulate linear and nonlinear attitude con-
trol strategies for the micro-satellite European Student Earth Orbiter (ESEO). ESEO is part of
the Student Space Exploration and Technology Initiative (SSETI), which is a project supported
by the Education Office of the European Space Agency (ESA). Work on ESEO started in the
year 2000, and launch is scheduled to 2005. SSETI is also planning a satellite which will orbit
the moon, the European Student Moon Orbiter (ESMO). Work on this satellite is about to begin,
and the first student team to be recruited was the ESMO Attitude Determination and Control
System (ADCS) team. This Norwegian team is based at the Norwegian University of Science
and Technology (NTNU) in Trondheim and Narvik University College (HiN) in Narvik. The
first task of the ESMO ADCS team was to do a case study of ESEO. The work presented in
this thesis is part of this study.

The development of the mathematical model used in this study, is done in cooperation with
@yvind Hegrenees, and | would like to thank him for helpful discussions along the way. |
would also like to acknowledge the support from my tutor, Jan Tommy Gravdahl, and | wish
to thank the rest of the ESMO ADCS team in Narvik, especially Jaran Antonsen and Frank
Robert Blindheim, for interesting discussions and support regarding interaction with SSETI.
Lastly, | acknowledge the support of SSETI, and | would like to thank them for letting this
thesis be based on a real space mission.

Trondheim, July 1, 2004

Morten P. Topland



Contents

Abstract vi
1 Introduction 1
1.1 Purposeofreport . . . . . . . . . .. e 1
1.2 Background . . . . . . .. ... 1
1.3 Outlineofreport . . . . . . . . . .. 1

2 Background information 3
2.1 Previouswork . . . . ... e 3
2.2 SSETI . . . e e 3
2.2.1 History and organisation structure . . . . . .. ... .. ....... 3

2.2.2 Plannedmissions . . . . . . . . ... e e 4

2.3 TechnicaldataforESEO . .. . .. ... . . . . ... . . . ... . . . ... 5
2.3.1 Orbitaldata . . . .. ... ... .. . . e 5

2.3.2 Inertialdata . . . . . . . . . ... 6

2.3.3 SENSOIrS . . . . . . e e e e 6

2.3.4 Actuators . . . . .. e e e 6

2.3.5 AttitudeEstimation . . . . . . . ... ... ... 7

2.3.6 Attitude Control . . . . . . . . ... e 7

3 Mathematical background 10
3.1 KeplerianOrbits. . . . . . . . . .. .. e 10
3.2 Referenceframes . . . . . . . . . . . e 11
3.2.1 Earth Centered Inertialframe. . . . .. ... ... ... ...... 11

3.2.2 Earth Centered Earth Fixedframe . . . ... ... ......... 11

3.2.3 NorthEastDownframe . .. ... ... ... ... ... . ..... 11

3.24 Orbitframe . . . . . . . . . . e 12

3.25 Bodyframe . . ... ... . . ... 12

3.3 Rigidbodydynamics . . .. .. .. .. . .. .. ... e 12
3.3.1 VECIOrS . . . . . e e e e 13

3.3.2 Rotation. . . . . . . . . . . . e 13

3.3.3 Eulerangles. . . . . . .. ... 14

3.3.4 Eulerparameters . . . .. .. .. . ... e 15

3.3.5 Kinematic differential equations . . . . . . ... ... ... ... .. 17



CONTENTS iv

3.3.6 Attitudeerror . . . .. ... 17
3.3.7 Angularvelocityerror . . .. ... .. ... 18
3.3.8  Momentum, angular momentum and the inertia matrix . . . .. .. 18.

3.4 Gyrostatmodel . . .. ... 19
3.4.1 Equationsofmotion . .. .. .. ... ... ... .. .. .. ... 19
3.4.2 Kineticenergy . . . . . . . . . . 20

3.5 Distubancetorques . . .. .. ... ... ... 21
3.5.1 Gravitygradienttorque . . . . . . . ... ... 21
3.5.2 Potentialenergy . . . .. . ... ... e 22

3.6 Stabilityanalysis . . . . . .. ... 22
3.6.1 Linearsystems . .. .. .. .. ... ... 22
3.6.2 Nonlinearsystems . . . . .. .. . .. ... ... 22

3.7 Linearcontrolalgorithms . . . . .. .. .. .. ... .. ... . .. ... 23
3.7.1 Controllability . . . ... ... ... . ... L 23
3.7.2 Basiclinearcontrollers . . . . . .. ... ... . 23
3.7.3 Quaternion feedbackcontrol . . . . .. .. ... ... ....... 24

3.8 Nonlinear control algorithms . . . . . . ... ... ... ... ... ..... 25
3.8.1 Control laws from Lyapunovanalysis . . .. ... ... ....... 25
3.8.2 Feedbacklinearization . .. ... ... ... ... ......... 25
3.8.3 Slidingmodecontrol . . ... ... ... .. ... .. .. ...... 26

3.9 Thrustercontrol . . . . ... 29
3.9.1 Bang-bangcontroller . . . .. ... ... ... ... .. .. ..., 29
3.9.2 Schmitttrigger . . . . . . . . ... 29
3.9.3 Pulse-Width Pulse-Frequency modulator . . . .. ... ... ... 30.

4 Theoretical analysis 32
4.1 Mathematicalmodelling . . ... ... ... ... ... ... ... ..... 32
4.1.1 Kinematicalmodel . . . . ... ... ... .. ... ... .. ..., 32
4.1.2 Dynamicalmodel . . . ... .. .. ... .. .. .. . o 32
4.1.3 Modelassumptions . . . . . . . ... 34
414 Linearizedmodel . . . . . .. ... . 35

4.2 Linearcontrol . . . . . . ... e 35
4.2.1 Localstabilization . .. ... ... ... .. .. 0 0o 36
4.2.2 Global stabilization . . . . ... ... ... ... ... .. ..., 38

4.3 Nonlinearcontrol . . . . . . . ... 41
4.3.1 Lyapunovecontrollerl . ... ... ... ... ... 42
4.3.2 Lyapunovcontroller2 . ... .. ... ... . ... 42
4.3.3 Lyapunovcontroller3 . ... .. .. ... .. ... .. 44
4.3.4 Slidingmodecontroller . . . ... ... ... ... .. .. .. ... 45

5 Simulation 47
5.1 SIMULINKmodelof ESEO . . .. ... ... ... . ... .. ... .... a7
5.1.1 Mathematicalmodel . . ... ... ... ... ... ......... 47
5.1.2 Simulation parameters . . . . .. .. ... .. . 000 a7

5.2 Linearcontrol . . . . . . . . .. 49
5.2.1 Localcontroller. . . . .. .. ... 49

5.3 Nonlinearcontrol . . . . . . . .. ... ... 49

5.3.1 Lyapunovcontrollerl ... ... ... ... ... . ... ... ... 50



CONTENTS Y
5.3.2 Lyapunovcontroller3 . .. ... ... ... 50
5.3.3 Slidingmodecontroller . . . ... ... .. ... .. .. .. ..., 1
6 Discussion and conclusion 53
6.1 DIiSCUSSION . . . . . . . . . 53
6.1.1 Theoreticalanalysis . . ... ... ... . ... ... ... ... 53
6.1.2 Simulation . . . .. ... 54
6.1.3 Implementationissues . . ... .. .. ... ... ... ... ... 56
6.2 Conclusion . . . . .. ... 56
6.3 Recommendations. . . .. .. .. ... .. .. ... 57
Bibliography 60
A Mathematical appendix 61
Al Calculus . . . . . . 61
A.1.1 Definitions . . . . ... 61
A.1.2 Vector and matrix norm properties . . . . . . ... ... 62
A.1.3 Matrixinversion . . .. . . . ... 62
Al4 Inequalities . . . . . . . . 63
A.2 Theoreticalanalysis . . . . . . . . . . . . . . .. . 63
A.2.1 Positive definiteness®f. . . . .. ... . ... ... . ... 63
A.2.2 Positive definitenessdéf, . .. ... ... .. o000 64
A.2.3 Timederivativeol, . . . . . . . . . . . . ... 64
A.2.4 Calculationoffo. . . ... ... 65
A.2.5 Gain selection for linear controllerT ................... 66
A.2.6 Solution tocs = [o, V172, \/W} Ceamezn =0 68
A.2.7 Convergence of slidingmanifold . . . . ... ... .......... 69
A.2.8 Parametererrorterms. . ... ... ... ... ... ........ 10
A.2.9 Stability of local PD controller . . . . . . ... ... ... ...... 70
B Simulation plots 76
C Maple and MATLAB/SIMULINK input 86
D Conference and Workshop Documents 98



Abstract

In this Master thesis, attitude control of a spacecraft using thrusters and reaction wheels as
actuators is studied. A nonlinear mathematical model of the spacecratft is developed, based on
the assumption that the satellite is a rigid body. Linearization and Lyapunov theory is used to
derive two linear and four nonlinear controllers. Three of the nonlinear controllers rely on can-
cellation of system nonlinearities, while the fourth is a sliding mode controller. By restricting
the spacecraft inertia, simpler controllers can be found. Except for the controller based on lin-
earization, all controllers can be used to control any spacecraft using thrusters and an arbitrary
number of reaction wheels. Implementation issues regarding the controllers are also discussed.

Several controllers are compared in simulations in MATLAB/SIMULINK. The simulations
use data from the micro-satellite European Student Earth orbiter (ESEQ), which has one reac-
tion wheel. A bang-bang controller with dead-zone is used for thruster control. The simulations
show that all controllers obtain a desired accuracy-of in Euler angles. Some of the con-
trollers do not use the reaction wheel actively to control the satellite’s attitude, but they perform
just as well as the others. Whether or not the reaction wheel is used actively, the Euler angle
which is affected by the reaction wheel converges faster than the other Euler angles, and it is
closer to its desired value. This is due to the presence of the reaction wheel, and it is suggested
that it adds a damping effect to the system. Note that the controllers which use the reaction
wheel actively are nonlinear.

ESEO is a mission of the Student Space Exploration and Technology Initiative (SSETI), which
is supported by the Education Office of the European Space Agency (ESA). Another planned
SSETI mission is the European Student Moon Orbiter (ESMO). The Norwegian SSETI team,
the ESMO Attitude Determination and Control System (ADCS) team, will use ESEO as a case
study to prepare for work on ESMO. This work is part of that study. The ESMO ADCS team
is based in the Norwegian University of Science and Technology (NTNU) in Trondheim and
Narvik University College (HiN) in Narvik.



Chapter 1
Introduction

1.1 Purpose of report

The purpose of this report is to apply nonlinear control methods to control the attitude of a
satellite, and compare their performance with a linear controller. A nonlinear mathematical
model of the satellite is developed, and data for the European Student Earth Orbiter (ESEO) is
used in simulations in MATLAB/SIMULINK. The actuators of this micro-satellite are thrusters
and a reaction wheel. Both of these types of actuators provide challenges for an attitude control
system, which are addressed. Furthermore, implementation issues and reusability of these
control strategies for other satellites are discussed.

1.2 Background

This report is written in cooperation between the Department of Engineering Cybernetics at the
Norwegian University of Science and Technology (NTNU) and the European Space Agency’s
(ESA) educational programme Student Space Exploration and Technology Initiative (SSETI).
The author is a member of the SSETI ESMO ADCS team, together with @yvind Hegrenaes and
a group of students from Narvik University College (HiN). ESMO ADCS stands for European
Student Moon Orbiter Attitude Determination and Control System. This team will start to work
on ESMO this fall. This spring, the team has performed a case study of ESEO, which this report
is part of, to prepare for work on ESMO. Communication between SSETI and NTNU has been
maintained by weekly chat sessions over the internet, and two workshops which the author
has attended in December 2003 and May 2004 as a team coordinator. In addition, the team
has been present at the Space Technology Education Conference (STEC) in April 2004. This
report is a Master thesis, which means that it contains the work equivalent to one semester of
studies (30 credits). An article based on its contents has been accepted at the 55th International
Astronautical Conference (IAC) in Vancouver in October 2004.

1.3 Outline of report

The two first chapters of this report contain background information. Chapter 2 provides a brief
overview of previous work regarding attitude control of satellites. In addition, there is more

information on SSETI and on technical data for ESEO. The mathematical background for this
report can be found in chapter 3 and in appendix A.1. Chapter 4 and appendix A.2 contain the
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theoretical analysis of this report. Information regarding the simulator and simulation results
are found in chapter 5 and the appendices B and C. A discussion of the results and conclusions
take place in chapter 6.



Chapter 2
Background information

2.1 Previous work

Hughes (1986) and Wie (1998) are standard references on spacecraft dynamics. Concerning
attitude control of spacecraft, Wie, Weiss and Arapostathis (1989) show that a PD controller
stabilizes a spacecraft. They use the classical spacecraft model with no moving parts. Hall
(2000) has studied spacecraft attitude control using several reaction wheels as actuators. Addi-
tionally, Hall (1997) has investigated use of such reaction wheels to store energy. Hall, Tsiotras
and Shen (2001) suggest an attitude control system with thrusters and reaction wheels which
in addition store energy. Hall, Tsiotras and Shen (2002) describe nonlinear attitude control
for a spacecraft with thrusters and an arbitrary number of reaction wheels, where the modi-
fied Rodrigues parameters are used to describe the attitude of the spacecraft. The use of Euler
parameters or unit quaternions in attitude control problems, is treated by Fjellstad and Fossen
(1994), but the results are applied to underwater vehicles. A nonlinear sliding mode controller
is proposed by Lee, Park and Park (1993). Show, Juang and Jan (2003) present a nonlinear at-
titude controller based on a linear matrix inequality method. Song and Agrawal (2001) studies
vibration suppression during attitude control for flexible spacecraft, and present various meth-
ods of transforming a continuous input torgue to thruster torque pulses. These methods are
compared with emphasis on vibrations in the spacecraft structure.

At the Norwegian University of Science and Technology (NTNU), Soglo (1994), Kristiansen
(2000), Fauske (2002) and others have studied attitude control of satellites with magnetic coils
and reaction wheels as actuators. Their results are part of the foundation of the NCUBE
projects, where pico-satellites are launched into Earth orbit. For more information on NCUBE,
see Gravdahl, Eide, Skavhaug, Svartveit, Fauske and Indergaard (2003) and Riise, Samuelsen,
Sokolova, Cederblad, Fasseland, Nordin, Otterstad, Fauske, Eriksen, Indergaard, Svartveit,
Furebotten, Saether, and Eide (2003).

2.2 SSETI

2.2.1 History and organisation structure

The Student Space Exploration and Technology Initiative (SSET]I) is a project supported by
the Education Office of the European Space Agency (ESA). It started in the year 2000, and its
objective is stated as follows (SSETI PR team, 2004):
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To create a network of students, educational institutions and organisations (via
the internet) to perform the distributed design, construction and launch of (mi-
cro) satellites and other spacecraft. This objective is reached when a spacecraft
is designed, built and launched by a significant number of European students in a
highly distributed way. The completion of this project objective is independent of

a mission success or failure.

Students from ten different European countries participate in SSETI. ESA's Education Office
manages the project, and coordinates the efforts from all the European universities involved.
ESA facilitates testing and launch of satellites. Experts from ESA are involved in review ses-
sions where they meet the students to check the quality of their work. Communication between
the SSETI participants is done via weekly internet chat sessions, use of internet newsgroups
and annual workshops at ESTEC in Noordwijk in the Netherlands. For more information on
SSETI, see SSETI PR team (2004).

2.2.2 Planned missions

The SSETI missions (figure 2.1) are part of a layered structure where the aim is to finally land
on the moon. The layers are represented by three missions. The first is an earth orbiter, the
second a moon orbiter and the third a moon lander.

’—> Mnﬂ[rnlander -

Cualification Micro Moon-Orbiter

Lander Tests Qualification<—— MiCrosat <

Mission Design | 3
General Support (ESA, Universities, Students)

Figure 2.1: SSETI missions (SSETI PR team, 2004)

Development phases

Each mission has to pass several phases in order to be launched. These phases are listed here
(SSETI PR team, 2004):

Phase OPre-assessment study
Phase A Feasibility study
Phase B Detailed definition
Phase C Development

Phase D Manufacture, Integration, Test
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Phase E Launch

Phase F Mission Operation

ESEO

The first SSETI mission is the European Student Earth Orbiter (ESEO), and work on this mis-
sion started when SSETI was founded in the year 2000. It is a micro-satellite which will enter
geo-stationary transfer orbit (GTO) in 2005. This orbit is elliptical, and it is an intermediate
stage between a low Earth orbit (LEO) and a geostationary orbit (GSO). Satellites in GSO are
always at the same point in the sky when observed from the same point on the Earth. ESEO
will be launched as an auxiliary structure for Ariane 5, the so called piggyback launch. A pig-
gyback launch is a launch where several small satellites are launched together with a big one.
In other words, ESEO and several other micro satellites will be launched together with a bigger
satellite. The most important objectives of the ESEO mission are (SSETI PR team, 2004):

e Test and qualify the propulsion system for orbit manoeuvres and for the future moon
missions.

e Test a small, low power plasma thruster.
e Test and qualify a star-tracker developed from a commercial device.
e Take pictures of the earth for the public with the help of installed cameras.

e Stay in orbit for at least 28 days.

SSETI Express

Work on SSETI Express started in December 2003, and this satellite will orbit the Earth. SSETI
Express is much smaller than ESEO, and is scheduled to be launched first among the SSETI
missions. It will serve as a precursor to ESEO.

ESMO

The European Student Moon Orbiter (ESMO) is the third SSETI mission. The objective is

to reach moon orbit with a small satellite. Recruitment for this mission has just started. The
ESMO ADCS team was the first recruited team, and they started their work in January 2004.
A case study of ESEO was their first task, and this thesis is part of that team’s contribution.

Moon Rover

The fourth mission involves a moon landing with a vehicle, a Moon Rover. Work on this
mission has not yet begun.

2.3 Technical data for ESEO

2.3.1 Orbital data

According to the SSETI ESEO Mission Analysis (MIAS) team (SSETI ESEO MIAS team,
2003), the most likely orbit of insertion for ESEO is AR5 ECA Standard GTO. Some orbital
parameters for this insertion are listed in table 2.1.
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Apogee altitude| 35950 km
Perigee altitude, 250 km

Table 2.1: Orbital parameters for ESEO

2.3.2 Inertial data

The maximum weight of ESEOQ is 120 kg including payload, and the maximum dimensions are
600 mm x 600 mm x 800 mm. Power will be supplied by solar panels. A prototype has not
been built yet, hence accurate inertial data is not available. When modeling and simulating a
satellite, it is important to know the inertia matrix (definition 3.6). Although it may change, in
this thesis we will use the most recent inertia matrix (SSETI ESEO AOCS team, 2004a):

43500 0 0
I= 0 43370 0 (2.1)
0 0  3.6640

2.3.3 Sensors

ESEO will have sun sensors, a horizon sensor, a star tracker and a magnetometer (Trottemant
et al., 2001). The magnetometer uses the International Geomagnetic Reference Field (IGRF)
in modeling the magnetic field.

2.3.4 Actuators
Thrusters

ESEQ’s primary actuators are thrusters. The SSETI Propulsion (PROP) team is responsible
for the development of the thruster systems. The thrusters are either on or off, i.e. they cre-
ate a certain torque or no torque at all. It is important to note that thrusters have limited fuel
capacity, which means that they will eventually run out of fuel. The thrusters are divided into
three thruster systems. The Orbit Control System (OCS) uses one powerful thruster to give
enough thrust in order to change ESEQ’s orbit. The Reaction Control System (RCS) shall
stabilize ESEO's attitude while performing a change of orbit with the OCS. The third thruster
system is the Attitude Control System (ACS), which is used to control ESEQ's attitude in orbit.

The focus of this thesis is the ACS thrusters. These thrusters create torques about ESEQ’s
body reference frame. For more details on reference frames, see section 3.2. The nominal ACS
torques are given in table 2.2.

z axis | 0.0484 Nm
y axis | 0.0484 Nm
z axis | 0.0398 Nm

Table 2.2: ACS nominal torques (SSETI PROP team, 2003)
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Reaction wheel

A reaction wheel will be included, spinning about thaxis of ESEO’s body (SSETI AOCS

team, 2004b). The SSETI Attitude and Orbit Control System (AOCS) team is developing it.
According to them, the reaction wheel’s purpose is to prolong the life of ESEO in orbit by
saving thruster fuel. The wheel will help the thrusters to control the spacecraft. Note that
reaction wheels can go into saturation, i.e. they reach maximum speeds, and can therefore no
longer provide torques. When this happens, it is possible to unload the wheel, i.e. slow it
down, by for instance firing appropriate thrusters. Relevant properties of the reaction wheel are
presented in table 2.3.

Moment of inertia: is =4-107° kgm?
Maximum angular velocity] (ws)maz = 5035 rpm = 527.2640 rad/s

Table 2.3: Properties of the reaction wheel (SSETI AOCS team, 2004b)

2.3.5 Attitude Estimation

The SSETI ESEO AOCS team is responsible for developing the attitude estimation system.
ESEO will use two different methods to estimate ESEQO's attitude. The first method is the
Extended Kalman Filter (EKF). This will be the primary method of estimation, since it is
robust. However, it is computationally intensive, and has an initialization problem. Singular
Value Decomposition (SVD) is the other method of choice. It is simple to implement, and does
not need initial conditions to work, as opposed to the EKF. On the other hand, the SVD method
requires at least two independent sets of sensor data in order to produce good estimates. This
is an important disadvantage, and the explanation for preferring the EKF. The initialization
problem of the EKF can be solved by using the SVD to provide initial values. If computer
resources are running low, using the SVD instead of the EKF may prove useful, provided that
enoug sensor data are available. For details on these two estimation methods, see SSETI ESEO
AOCS team (2004c).

2.3.6 Attitude Control

The attitude control system will be developed by the SSETI ESEO AOCS team. The most
important general requirements for the attitude control system are listed below. Requirements
for stability during orbital transfer is omitted, as this is not relevant to this thesis.

¢ Initial angular rates should be damped within 2 hours after separation from launcher.

e A pointing mode which points to the Earth centre should be provided. The attitude
should be controlled and maintained within a specified accuracy.

ESEO will have several control modes. These are shown in figure 2.2. Some requirements for
the attitude control system will vary according to the active control mode. The SSETI ESEO
AOCS team will develop two controllers for ESEO, a nominal controller and an experimental
controller. Information regarding the experimental controller is not yet available, but analysis
of the nominal controller has begun. It is based on linearization of the physical system of
the spacecraft. The controller is called a modified PD controller, and its block diagram is
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shown in figure 2.3. For more information on linear controllers, see section 4.2. The modified
PD controller has two control loops. The inner loop controls the angular velocity of ESEOQO,
while the outer loop controls its attitude. The SSETI ESEO AOCS team (2004c) has more
information on ESEQ's attitude control system.

IDLE ¢

STAceY .»
\ STABILIZATION

ATT ! ORBIT
KMANOEUVER

FAILURE
MODES

Figure 2.2: Control modes (SSETI ESEO AOCS team, 2004c)
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Chapter 3
Mathematical background

3.1 Keplerian Orbits

The motion of celestial bodies has been studied by Johannes Kepler, and he formulated the
following laws based on his research (Wertz and Larson, 1999):

First Law: The orbit of each planet is an ellipse, with the Sun at one focus.
Second Law: The line joining the planet to the Sun sweeps out equal areas in equal times.

Third Law: The square of the period of a planet is proportional to the cube of its mean dis-
tance from the Sun.

These laws also apply to satellite motion in Earth orbit, i.e. replace the Sun with the Earth and
planet with satellite in the above laws. Figure 3.1 shows a satellite in elliptic Earth orbit. An
explanation to this figure is presented in table 3.1. For further information on Keplerian orbits,
see Wertz et al. (1999).

r  position vector of the satellite relative to Earth’s center
V  velocity vector of the satellite relative to Earth’s center

¢ flight-path-anglethe angle between the velocity vector and a line
perpendicular to the position vector

a  semimajor axis of the ellipse

b semiminor axis of the ellipse

¢ the distance from the center of the orbit to one of the focii

v thepolar angleof the ellipse, also called titeue anomaly mea-

sured in the direction of motion from the direction of perigee to
the position vector

ra radius of apogegthe distance from Earth’s center to the farthest
point on the ellipse

rp radius of perigeethe distance from Earth’s center to the point of
closest approach to the Earth

Table 3.1: Explanation to figure 3.1
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Figure 3.1: Elliptic orbit (Wertz et al., 1999)

3.2 Reference frames

To analyze the motion of a satellite, it is necessary to define reference frames which this motion
is relative to. These frames are shown in figure 3.2, and are the same as those used by Fossen
(2002) and Kristiansen (2000).

3.2.1 Earth Centered Inertial frame

The Earth Centered Inertial (ECI) frame, from now on dendtgdhas its origin at the center
of the earth. Its unit vectors arg, y;, z;, wherez; is directed along the Earth’s rotation axis.
This frame is hon-accelerated, i.e. inertial, which means that the laws of Newton apply.

3.2.2 Earth Centered Earth Fixed frame

The Earth Centered Earth Fixed (ECEF) frame, dendigchas the same origin &;. How-
everF, rotates relative toF; with a constant angular velocity, = 7.2921 - 107° rad/s. This

is the same as the angular velocity of the Earth about its rotation axis. The unit vecfrs of
arezx., ye, ze, Wherez, is directed along the Earth’s rotation axis.

3.2.3 North East Down frame

The North East Down (NED) frame, denot&g, is defined as the tangent plane on the surface
of the earth, moving with the spacecraft. Its unit vectorsagyey,, andz,, wherex,, points
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towards true northy,, points to the east ang, points towards the center of the Earth. The
location of F,, relative toF, is determined by using two angléflongitude) and. (latitude).

3.2.4 Orbit frame

The Orbit (O) frame, denoted,, is located at the center of mass of the satellite, with the unit
vectorsz,, y, andz,. z, points towards the center of the Earth, whilgpoints in the travelling
direction of the satellite, tangent to the orhjt.is found using the right hand rule.

3.2.5 Body frame

The Body (B) frame, denotef, has its origin at the center of mass of the satellite. This frame
is fixed to the satellite body. Its unit vectars, i, andz, are usually chosen to coincide with

the spacecraft’s principal axes of inertia. This simplifies the spacecraft’'s equations of motion.
Rotations about;, i, andz;, are calledoll, pitch andyawrespectively.

3.3 Rigid body dynamics

The contents of this section is largely based on the corresponding chapter in Egeland and
Gravdahl (2001), hence definitions and equations found there are not referenced.
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3.3.1 \Vectors
Notation

A vector 7 can be uniquely described in an orthogonal coordinate framerhe coordinates
are collected in a column vector, andAj it is denotedv®.

Va = UCLQ (31)

Skew-symmetric form

The skew-symmetric formof a vectorv = [vy, v, U3]T is defined as:

0 —U3 (%)
vi=1 w3 0 —u (3.2)
—V2 V1 0

The skew-symmetric form of a vector isskew-symmetric matridefined in appendix A.4,
which can be used to define the vector cross produgtin

W=1dxew=(u") vt=— (") u (3.3)
3.3.2 Rotation
Rotation matrix
A rotation matrixis a matrixR € SO(3), defined by
SOB)={R|ReR*3  R'R=1, det R=1}, (3.4)

wherel is the identity matrix and'O(3) is the special orthogonal group of order three. The
rotation matrix transforms a coordinate vector from one reference frame to another, for instance
the matrixR? transformsv® into v*:

vt = Rlv® (3.5)

The rotation matrix can be parameterized as

Ry = cosf 1 + k*sind + kk’ (1 — cosf), (3.6)

wherek is an arbitrary unit vector in an arbitrary reference frame, and the @ngipresents
the rotation abouk. The parameterk andf are known asngle-axis parametersSuch a
rotation is called asimple rotation In a rotation matrixR, each element;; is a directional
cosine, and these can be arranged into column vectors:
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c11 Cc12 Ci13
R = C21 €22 €23 (3.7)
C31 (32 (33

C11 C12 C13
Ci= | €1 |,C = C22 |, C3 = | C23 (3.8)
C31 | €32 C33
It follows that:
R = [Cl C2 C3] (39)

In fact, these vectors are unit vectors, hence:

cle;=1 (3.10)

A composite rotation is represented by the product of two rotation matrices. The rotation from
F; to F,, can be expressed as follows:

R = RYRY (3.11)

Angular velocity

Definition 3.1. The angular velocity vector of, relative toF;, written in 7 is defined by the
corresponding rotation matrix, and its time derivative:

(who)* = RORYT (3.12a)
W o= —wh (3.12b)

It can be shown that a similar relation exists for the directional cosines (Kristiansen, 2000):

& = (ci)“wh, (3.13)

3.3.3 Euler angles
Simple rotation matrices

The rotation matrices corresponding to simple rotations about,tlyeand z-axis are respec-
tively given byR, 4, R, p andR .. The angles), # and) represent the rotations about the

x, y and z-axis respectively in a rotation from one frame to another. These angles are called
the Euler angles:

e = (¢, 0, y]" (3.14)
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The rotation matrices are given as follows:

[ 1 0 0

R,y = 0 cos¢p —sing (3.15a)
| 0 sing cos¢

[ cosf 0 sind

R,p = 0 1 0 (3.15b)
| —sind 0 cosd

[ cosy —siny 0

R., = siny cosy 0 (3.15¢)
0 0 1

Roll-pitch-yaw

The Euler anglesoll, pitch andyaware commonly used to describe the motion of rigid bodies
like aircraft, spacecratft, ships and underwater vehicles. The rotationfam.7; is described

by a rotationy (yaw) about thez,-axis, then a rotatiod about the current (rotated)axis
(pitch) and finally a rotatiorp about the current-axis (roll). Using the notation(-) = cos(.)
ands(-) = sin(+), the rotation matrix becomes:

cpcd  —sipcld + cpstsgp  spse + cpepsh
Rg =R, yRyoRy o = | s¥cl chco+ spsthsp  —cipso + sOsiped (3.16)
—s6 cOs¢ cBeo

It must be noted thaR? is singular ford = +7/2, which means that this representation will
introduce singularities into the mathematical model of a dynamic system. These singularities
can be avoided when the rigid body has limits to its orientation. A satellite however can have
all possible orientations, which means that this parametrization is not ideal.

3.3.4 Euler parameters

Definition of Euler parameters

The Euler parameters, also called unit quaternions, give a representation of the rotation matrix
without singularities. This is done by using four parameters instead of three.

Definition 3.2. The Euler parameters are defined in terms of the angle-axis parameters, and
are given by the scalarand the vectoe. In coordinate form this is written
0
n = cos5 (3.17)
.,
e = [e, €9, 63]T = ksm§ (3.18)

wherek is a unit vector. The Euler parameters satisfy the following property:

24 le=1 (3.19)
n
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Rotation matrix in Euler parameters

The rotation matrixR, o from (3.6) can be expressed in Euler parameters as:

Rig = Ry = 1+ 29 +2(eX)° (3.20)

A rotation matrixRy, ¢ corresponds to two sets of Euler parameters:

R,.=R_, . (3.21)

The inverse oR,, . is given by:
Rl =R, _. (3.22)

Using (3.20), the rotation matriR? can be written as:

1-2 (6% + 6%) 2(e1€62 —€3m) 2 (e1€3 + €am)
R)=| 2(aecx+esn) 1-2(F+€d) 2(eaes —eam) (3.23)
2(e1e3 —€am) 2 (eze3+€1m) 1—2 (e% + 6%)

The column vectors of (3.8) can now be expressed as:

1-2 (6% + 6%) 2 (e1€2 — €3m) 2 (e1€3 + €am)
ci=| 2(eiea+e€3m) |, co=1]1-2 (e% + 6%) ,c3= | 2(eze3 —€1m) (3.24)
2 (e1€3 — €9m) 2 (e2€3 + €1m) 1—2 (el + €3)

Unit quaternions

Definition 3.3. The setQ of unit quaternions is defined as

Q:{q!qTq:Lq:[n,eT}T,eeRg,neR}, (3.25)

whereq is the unit quaternion correspondingl, .. The unit quaternion corresponding to
R, _. is theinverse unit quaternio@, and the unit quaternion corresponding to the identity
matrixR; o = 1 is the identity quaternion,,. These quaternions are defined by:

—€

g = [ " } (3.26)
@ = [(1)] (3.27)

Note that the inverse rotation matrix now can be written as follows (Fjellstad et al., 1994):

R™'(q) =R"(q) =R(q) (3.28)
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Quaternion product

Definition 3.4. The quaternion product between two vectasis = [n1, elT]T andqs =
(72, e'{]T is defined by (Fjellstad et al., 1994):

T
_|™m € 72 3.29
aw=| " U] (3:29)

wheren;, 7o € R andey, 2 € R3. It should be noted that the vectors do not need to be unit
guaternions.

A rotation can be described by the quaternion product. The transforniatjom, wherev is
a vector, can be calculated with the following quaternion product:

PARMINIE a0

As stated in section 3.3.3, successive rotations involves mulitplication of rotation matrices. It
can be shown that (Fjellstad et al., 1994).

R (q1) R (q2) = R (q1q2) (3.31)

3.3.5 Kinematic differential equations

The kinematic differential equations in referencefigand 7, in Euler parameters are given
as:
1
h=—se wh (3.32a)
é==[nl+¢€] w?y (3.32b)

3.3.6 Attitude error

The actual attitude of a spacecraft is given by the rotation mRirix Rﬁ?. Let F, be a desired
orientation, represented @, = RY. This means that we watf, to coincide with,, i.e.
R = R,. Fjellstad et al. (1994) defines the attitude eilRas:

R=R;'R=RJR (3.33)

When the attitude error is zero, thBh= 1. When using unit quaternions, the error quaternion
q can be written as (Fjellstad et al., 1994)

T
~ = Nd €4 n
A=qa=| _ . 4% & } [ . ] ; (3.34)
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whereqy is the desired quaternion. This expression is found by combining (3.28), (3.29) and
(3.31). This can be written on component form as:

q1 qid 924  Q3d  Q4d q1
G| _| ~d Q4 Ga G || © (3.35)
q3 —q3d —q4d q1d q2d q3
q4 —Qad  G3d  —G2d  qid q4

For zero attitude error, the error quaternion has two possible values (Fjellstad et al., 1994):

qzqd@dz[iol} (3.36)

The attitude error differential equations becomes (Fjellstad et al., 1994)
n= —%@'T@ (3.37a)
€= —% [l +& ] (3.37b)

wherew is the error in angular velocity. Note that (3.37) has the same form as (3.32).

3.3.7 Angular velocity error

The error in angular velocity is given in reference to a desired reference frafpeThe error
is zero wheriF, andF,; have the same angular velocity. An expression for the angular velocity
error can be obtained from the following:

Wiy = Wiy + wiy = Wiy, + Rijw (3.38)
We can see from this expression thd} is a representation of the error in angular velocity.
When this is zeroF,; rotates with the same angular velocity/8g Thus, the angular velocity
error is:
@O =Wl = wh — Riwd, (3.39)
This definition is used in Hall et al. (2002) and Kristiansen (2000).

3.3.8 Momentum, angular momentum and the inertia matrix

Definition 3.5. Themomentunp® of a rigid body with massn, written in 7, is

p’ = mv® (3.40)

wherev? is the body’s linear velocity.
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Theangular momenturor spinh® of a rigid body inF;, about its center of mass is given by

h’ = /b(rb)x(wé’b)xrbdm (3.41)
= / {(rb)Ql - rb(rb)T} dm wg’b (3.42)
b

wherer? is the distance from the center of mass to the mass eledentThis leads to the
definition of the inertia matrix.

Definition 3.6. The inertia matrix about the center of mass of a rigid body is defined as:

= [ 1 (1) | (3.43)

Definition 3.7. The angular momentum of a rigid body about its center of mass is given by:
h® =1}, (3.44)

3.4 Gyrostat model

3.4.1 Equations of motion

A gyrostat is a rigid body, fixed to one or more spinning wheels (rotors). The wheel can be
inside or outside the rigid body. The equations of motion of a one wheel gyrosfat iim
reference taF; is given in Hughes (1986) as

pb = mv®—(")*uh (3.45a)
h® = (ch)*vb + 1w + abiw, (3.45b)
he = isalwh +isws (3.45¢)

wherep? is the momentum of the gyrostat, is its total massy? is its linear velocityc? is a
constant vectowfb is the body’s angular velocity® is the angular momentum of the gyrostat,
I is the inertia matrix of the entire systemf, is a unit vector giving the axis of rotation of the
rotor, i, is the moment of inertia of the rotag; is the rotor’s angular velocity ankl, is the
angular momentum of the rotor. The time derivatives of these equations are given by

p’ = —(wp)p’+f (3.46a)
h" = —(wh)*h" - (v")*p"+ 7 (3.46b)
R = 7, (3.46¢)

wheref? is the external force acting on the gyrostdtjis the resulting external torque angl
is the net torque applied to the rotor.
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This model can be simplified, by placing the origin Bf in the center of mass of the gy-
rostat (Hughes, 1986). In that casé, becomes zero, and the translational motion and the
rotational motion become decoupled. This has been done by Hall, Tsiotras and Shen (2002),
who have developed a similar model for Akwheel gyrostat. By neglecting the translational
motion, the rotational equations of motion for a rigid body, with internal momentum wheels,
can be expressed as

h® = (h®)*J Y(h® — Ah?) + 7, (3.47a)
n = 7, (3.47b)

whereh’ is the system angular momentum, which/ipis given by

=lw; + sWs, .
h® = 1wl + AT (3.48)

andh® is the N dimensional vector of axial angular momenta of the rotors:

h® = T, ATWY 4 Tw, (3.49)

The vectorw, is N dimensional, representing the axial angular velocities of the rotors rela-
tive to the body, whiler, is the 3 dimensional vector of external torques (e.g. thrusters and
gravitation),r, is the N dimensional vector of internal axial torques applied by the rigid body
to the rotors,A is the3 x N matrix containing the axial vectors of th€ rotors, andl is

the angular momentum, or inertia matrix, of the system, including the rotors. The matrix
I, = diag {is1,...,is} isanN x N diagonal matrix containing the axial moments of inertia
of the rotors. The matrid is an inertia-like matrix defined as

J=1-ALAT (3.50)

and can be interpreted as the inertia matrix of an equivalent system where all the rotors have
zero axial moment of inertia. The angular velocity of the body frame in reference to an
inertial frame, can be written as

wh =J71(h® — AR®) (3.51)

3.4.2 Kinetic energy

According to Hughes (1986), the kinetic enerfly and its time derivative of a one wheel
gyrostat can be expressed as:

s —

1 1 1
Ey = §m(vb)Tvb + §(wfb)Twab + §i5w2 vl wh +iswsal Wl (3.52a)

Ep =T + 770 + raws (3.52b)
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3.5 Distubance torques

There are several external disturbance torques affecting a spacecraft. Hughes (1986) include
the gravitational torque, the aerodynamic torque, radiation torques and the magnetic torque.
The aerodynamic torque is only applicable at low altitudes. In this thesis, we will suppose that
all disturbance torques can be neglected, except for the gravitational torque.

3.5.1 Gravity gradient torque

The expression describing the gravity gradient torque is greatly simplified by making the fol-
lowing assumptions (Hughes, 1986):

1. Only one celestial primary is considered (e.g. Earth).
2. The celestial primary possesses a spherically symmetrical mass distribution.

3. The spacecraft is small compared to its distance from the mass center of the celestial
primary.

4. The spacecraft consists of a single body.

Hughes (1986) has shown that by making these assumptions, the expression for the gravity
gradient is

7 =3 (*;) 2z, x 1%, (3.53)
TC

wherer. is the distance from the center of mass of the celestial primary to the mass center of

the spacecraft. The constant= Gm,,, whereG is the universal gravitational constant ang

is the mass of the celestial primary. If the Earth is considered as the celestial prinany,

andp have the following numerical values:

G = 6.67- 10711 Nm? /kg? (3.54)
my = 5.97 - 10*kg (3.55)
1= 3.986 - 10" Nm? /kg (3.56)

We will now introduce the following notation:

w2 = % (3.57)
According to Hughes (1986)J.r. is the speed of the spacecraft in a circular orbit of radius
r.”. This means thab,. represents the angular velocity of the orbit frafigabout itsy, axis.
Note thatw, is constant if the orbit is circular, sineg will be constant. The gravity gradient
written in the body frameF, is

Tg = 3w2C3 X ICg = 3w§(03)><103 (358)

wherecs is defined in (3.8). The vectaf; transforms they, axis to thez, axis. Sincez, =
[0, 0, 1}T in F3, the unit vector inF, corresponding t@, is cs.
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3.5.2 Potential energy
The potential energy of a spacecraft due to gravity is given by (Hughes, 1986):

m 1 5, . . 3
E, = —’L:T - §wg (tg + iy +12) + §CgIC3 (3.59)

Note that the two first terms are constants if the spacecraft orbit is circular.

3.6 Stability analysis

3.6.1 Linear systems

Stability analysis for linear systems is quite straightforward. The theorem below is sufficient,
and can be found in Khalil (2000) as Theorem 4.6. A linear time-invariant system can be
written as:

X = Ax (3.60)

Theorem 3.1. The equilibrium pointk = 0 of (3.60)is stable if and only if all eigenvalues
A; of A satisfyRe)\; < 0 and for every eigenvalue witRe\; = 0 and algebraic multiplicity
gi > 2, rank (A — \;1) = n— ¢;, wheren is the dimension af. The equilibrium poink = 0

is (globally) asymptotically stable if and only if all eigenvaluesdokatisfyRe\; < 0. If this
is the caseA is called a Hurwitz matrix.

3.6.2 Nonlinear systems

Lyapunov analysis is widely used to prove stability of equilibrium points in nonlinear dynam-
ical systems. The following theorem is also known as Lyapunov’s direct method, and can be
found in Khalil (2000) as Theorem 4.1.

Theorem 3.2. Letxz = 0 be an equilibrium point for the systetn= f(x) andD C R" be a
domain containingk = 0. LetV : D — R be a continuosly differentiable function such that:

V(0)=0and V (x) > 0in D — {0} (3.61)

V(x)<0inD (3.62)

Then,x = 0 is stable.x = 0 is asymptotically stable if:

V (x) <0in D — {0} (3.63)
The next theorem is known as LaSalle’s theorem. The following two corollaries are useful
consequences of this theorem. They are taken from Khalil (2000), where they are known as
Theorem 4.4, Corollary 4.1 and Corollary 4.2.

Theorem 3.3. (LaSalle) Let) C D be a compact set that is positively invariant with respect
tox = f(x). LetV : D — R be a contiunuously differentiable function such thatx) < 0

in Q. LetE be the set of all points ift whereV’ (x) = 0. Let M be the largest invariant set in
E. Then every solution starting 2 approaches\/ ast — oo.
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Corollary 3.1. Letx = 0 be an equilibrium point fox = f(x). LetV : D — R be
a continuously differentiable positive definite function on a domainontaining the origin

x = 0, such thatV (x) < 0in D. LetS = {x eD|V(x)= 0} and suppose that no

solution can stay identically i, other than the trivial solutiox (¢) = 0. Then, the origin is
asymptotically stable.

Corollary 3.2. Letz = 0 be an equilibrium point fok = f(x). LetV : R" — R be a contin-
uously differentiable, radially unbounded, positive definite function suchithiat < 0 for all

x € R™. LetS = {x eR" |V (x) = 0} and suppose that no solution can stay identically in
S, other than the trivial solutiox (¢) = 0. Then the origin is globally asymptotically stable.

3.7 Linear control algorithms

3.7.1 Controllability

The linear control problem can be stated as follows (Khalil, 2000):

x = Ax + Bu (3.64)

To be able to control a linear system, it mustdmatrollable This property can be verified by
applying the following definition (Balchen, Andresen and Foss, 2001).

Definition 3.8. The system (3.64) is controllable if and only if the rank@f = n, wheren is
the dimension ok, andQ. is given by:

Q.= [B, AB, A’B, ...,A" 'B] (3.65)

3.7.2 Basic linear controllers

Consider the system (3.64). Choosing the control inpat —K,x whereK,, > 0 yields:

x=(A-BK,)x (3.66)

This system is globally asymptotically stable(ih — BK,) is Hurwitz (theorem 3.1). This
can be done if (3.64) is controllable (Khalil, 2000). The control law is: —K,x is called a
P controller. Linear controllers have the following form:

u=-K,x-Kgx— Ki/x dt (3.67a)
K,>0,K;>0, K; >0 (3.67b)

If all terms are greater than zero, the controller is called a PID controller. The second term
is the D term. It makes the controller work faster at high frequencies (Balchen et al., 2001).
The third (I) term corresponds to integral control. It is used to eliminate steady-state errors
(Balchen et al., 2001).
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3.7.3 Quaternion feedback control

The classical model of a spacecraft as a rigid body is presented below (Wie, 1998):

Id)é’b = (wi?b)xlwfb + 7 (3.68)

Wie (1998) suggests the following controller using quaternion feedback to control the attitude
of the rigid spacecraft (3.68)

T=-K.é—- K, (3.69a)
K. = [al+31]" (3.69b)
K 'K, >0 (3.69¢)

wherer is the applied torqueg = [7, éT]T is the attitude error quaternion vector, aKg

and K, are constant controller gain matrices. This is essentially a PD controller, §ince
represents the attitude whil€, is the angular velocity. Note that # w?,. The attitude error
guaternion is calculated as in (3.34). We will assume that the desired attitude quaternion equals
the origin, i.e.q = [1, 0, 0, O]T. There is no loss of generality in this assumption, since all
desired quaternions can be translated to the origin. Note that the quateriio6, 0, O]T is

an equivalent definition of the origin, since this quaternion corresponds to the same orientation
asqg (Wie, 1998). In the following example, we will prove that (3.69) indeed stabilizes (3.68)
using Lyapunov analysis. This proof can be found in Wie, Weiss and Arapostathis (1989).

Example 3.1. The mathematical model of a rigid spacecratft is given by (3.68) and (3.37)

I = (wh)“Twh, + 7 (3.70a)
.1
0= —§€sz (3.70b)
.1
e=—zlm+ejo (3.70c)

wherer is given by (3.69a). The desired angular velocitzyfi§: 0, which means that = wfb.
To use theorem 3.2, a Lyapunov function candidate (LFC) must be chosen. We will use the
following function where the state vecter= [(w})?, ”]:

1
V= i(wfb)TKe_llwfb + &4 (7 —1)° (3.71)

Note thatV > 0 whenx # 0 and for the equilibrium poink* = [0, 0, 0, 1, 0, 0, O]T,
V = 0. Animportant remark is that’ = 0 only if 7 = 1, not —1, even though; = +1
represents the same orientation. Applying (3.19%an be rewritten as:

1
V= 5 (wip) K g +2 (1 - ) (3.72)

Assuming thalkK I = (K;lI)T, we get the following expression faf:
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V = (o) TK b, — 27 (3.73)
= (wh) 'K | (wh)*Twlh — K& — Kowh | + (wh,) "€ (3.74)
= (wh)TK N (wh) “Twh, — (wh) TK 'Kuwh, (3.75)

For stability we requird” < 0. The second term in the final expression Yors quadratic, and
it is negative ifK_ 'K, > 0. We now choos&_! = oI + 1, wherea > 0, 8 > 0 and
K_! # 0. The first term becomes:

(wip) TK S (why) “Twh, = (wh) " [ol 4 51] (wh,) *Tw), (3.76)
= a(Twh) " (w)) " (Twh,) + Blwi) " (wh)  Tw, (3.77)
The first term is equal to zero because of the skew-symmetric form (see definition A.4). The

second term involves a vector cross product of the same vector, and is hence zero. The final
expression fol/ is:

V= —(wip) "K' Kw, <0 (3.78)

ChoosingK,, = k,1 or K, = k,J ensures thak_ 'K, > 0. It is now possible to apply
corollary 3.2 to prove global asymptotic stability fef. It follows from (3.78) thatui?b — 0.
This implies thato?, — 0, which means that — 0 = ¢ — 0 = 7 — 1 = x — x*. Hence
x* is globally asymptotically stable. Note that the orientatips- [—1, 0, 0, O]T is unstable
although representing the same orientatiogas- [1, 0, 0, O]T.

3.8 Nonlinear control algorithms

3.8.1 Control laws from Lyapunov analysis

A common way of designing control laws for dynamical systems, is to perform Lyapunov
analysis, and choose an appropriate control law which yields a stable system by assuring that
theorem 3.2 holds. This is done with a gyrostat in Hall et al. (2002).

3.8.2 Feedback linearization

The following example will illustrate the idea of feedback linearization. The concept is to
cancel nonlinearities to obtain a linear control problem.

Example 3.2. The pendulum equation with a control inputan be written as (Khalil, 2000)

iy = I sinay — oyt bu (3.79b)
l m

whereg is the gravity constant,is the length of the rigid rod with zero mass,is the mass of
the bob,k is a coefficient of friction and is a constant. These parameters are all positive. If
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we choose the following control law, we will cancel the nonlinear term and introduce a virtual
control inputv:

U= % (% sin 21 + v) (3.80)

Inserting this control law, our system equations become:

T1 = X2 (3.81a)
k

Tg=——2x2+4+v (3.81b)
m

This system is linear, and it is therefore possible to substitutéth a linear controller to
stabilize the system. Note that canceling nonlinearities to stabilize a system is not always
possible, nor advisable in practice. In practice canceling nonlinearities may lead to unnecessary
large control inputs. To be able to use nonlinearity cancellation, the nonlinear state equation
must have the structure

% = Ax + BG (x) [u — H (x)] (3.82)

whereG (x) is nonsingular. For more details see Khalil (2000).

3.8.3 Sliding mode control

The idea of sliding mode control is to bring the system states to a manifold or surface where the
states stay for all future time. The manifold is designed in such a way that once the system states
are on the manifold, they will converge to the desired states. One of the great advantages of
sliding mode control, is that it is robust to parameter uncertainties. This technique is explained
in the following example, which is the motivating example in Khalil (2000).

Example 3.3. Consider the following system

T1 = X2 (3838)
g =h(x)+g(x)u (3.83b)

wherex = [z, :cQ]T, h andg are unknown nonlinear functions, apdx) > go > 0 for all x.
To stabilize the origin, we will design a control law that constrains the motion of the system to
a manifold or surface. We will choose this manifatd

s=air1 +x2=0 (3.84)

On the above manifold, the motion is governedigy= —a;x1. Choosingz; > 0 guarantees
thatx reaches zero. The rate of convergence is controlled by the choice &¥e will now
find a way to bring the system states to the manifotd 0. § is given by:

S=aT1 +2T2=a1x9+h (X) +g (X) U (3.85)
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Suppose that andg satisfy the following inequality

ajz + h (x)
9 (%)
whered (x) represents the uncertainty due to the unknown functioasdg. We now choose

the LFC

<é(x),VzeR? (3.86)

V= %(92, (3.87)
and find its time derivative:
V =s5=s[a1xe + h (x)] + g (x) su (3.88)
< g(x)s]0(x) + g (x) su (3.89)
The control input is chosen as:
u=—p(x)sgn(s) (3.90a)
B(x) > 0o (x)+ 6o, Bo>0 (3.90b)
1, s>0
sgn (s) = 0, s=0 (3.90c)
-1, s<0
This yields:
V < g(x)]s]6 (%) — g (x)[6(x) + Bo] s sgn (s) = —g (x) Bo |s] (3.91)
< —g05o || (3.92)

Fors # 0, V < 0 = s — 0. This means that the system states reaches the manifeld in
finite time, which is known as theeaching phaseWhen the manifold is reaches,— 0 in the
so calledsliding phase The manifolds = 0 is called asliding manifoldor asliding surface
The control inputu = —f (x) sgn (s) is calledsliding mode control The great advantage
of sliding mode control is that we only need to know the upper baufd), as opposed to
requiring accurate models afandg.

A weakness of sliding mode control is the presencelwdttering Chattering occurs because

of imperfections in switching, which is caused by the functign (s). When implementing a
sliding mode controller, there will always be a delay between the time the sigchainges and

the time the control switches. This means that the system states never actually reach the sliding
manifold. Instead they oscillate, as shown in figure 3.3. This results in low accuracy and strain
on mechanical parts. To remedy this, the sign function can be replaced by a saturation function,
i.e. the control law becomes

u=—0(x)sat (s/v) (3.93a)

_ s/v, s/l <1
Sa“s/”{sgn@/m l5/7 > 1 (3.936)
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Figure 3.3: Chattering

where~ is a positive constant. To get a good approximation of the sign funetishpuld be
chosen small. Another function which can replace the sign function is the hyperbolic tangent,
as in Fossen (2002), i.e. the control law is chosen as:

u = —f(x) tanh (s/7) (3.94)

Note that this function is smooth, as opposed to the sign function and the saturation function.
The sign function and its approximations are shown in figure 3.4. Both substitutions can elimi-
nate chattering. The cost is decreased accuracy. The system states never converge to the sliding
manifold, but remains within a boundary layer which depends on the parameteshown in

figure 3.5.

'y 'y A
L[ 1 —_— 1 —_—
- — y - -
-1 -1 -1
(a) The sign function (b) The saturation function  (c) The hyperbolic tangent

Figure 3.4: The sign function with approximations

Figure 3.5: Boundary layer when using the saturation function
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3.9 Thruster control

ESEO will use thrusters for attitude control. These thrusters are on or off by nature. A reaction
wheel on the other hand can give a continuous torque. This means that a continuous signal of
commanded torques must be translated to pulses which decide whether a thruster should be on
or off. There are several ways to do this, and some of them are presented below.

3.9.1 Bang-bang controller

A bang-bang controller is a simple control scheme where the thrusters are fired if the com-
manded torque is greater than zero (Song et al., 2001), as illustrated in figure 3.6. A problem
with this approach is that the thrusters might fire all the time, thereby consuming a lot of fuel.
A solution to this problem is to introduce a dead-zone, as in figure 3.7. Tuning the size of the
dead-zone, itis possible to emphasize fuel consumption by choosing it large, or place emphasis
on accuracy by having a small dead-zone.

Thruster System

L |

F -1

Figure 3.6: Bang-bang controller

i I,
-On
» - Thruster Systam
Cn

-1

Figure 3.7: Bang-bang controller with dead-zone

3.9.2 Schmitt trigger

The Schmitt trigger can be used in the same way as a bang-bang controller. It can be defined as
a relay with a dead-zone and hysteresis (Wie, 1998) as shown in figure 3.8. It can be thought

of as a bang-bang controller with a dead-zone and a feedback loop (figure 3.9). Compared to

the bang-bang controller scheme, the Schmitt trigger has one more tunable parameter, and it is
more complex because of the feedback loop.
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» - #  Thruster System
Off On

Figure 3.8: Schmitt trigger

—{(X—> _ - »|  Thruster System
Cn

On - Off

-~

Figure 3.9: Alternative representation of the Schmitt trigger

3.9.3 Pulse-Width Pulse-Frequency modulator

The pulse-width pulse-frequency (PWPF) modulator is presented in Wie (1998) and Song et
al. (2001). It produces a pulse sequence to the thrusters by adjusting the pulse width and
pulse frequency. In its linear range, the average torque output of the PWPF modulator equals
the average commanded torque input. The PWPF modulator consists of a first order lag filter,
a Schmitt trigger and a feedback loop, as illustrated in figure 3.10. Compared to the former
methods of thruster control, the PWPF modulator is superior (Song et al., 2001), but difficult to
implement since there are many parameters to tune. In fact the Schmitt trigger must be tuned
together with the lag filter, which yields four parameters to tune. The greatest advantage of the
PWPF modulator, is that it is effective in reducing vibrations in flexible spacecraft structures
(Song et al., 2001). It has been used in several satellite control systems, e.g. the Agena satellite,
INTELSAT V, INSAT and ARABSAT (Wie, 1998).
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Figure 3.10: PWPF modulator
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Chapter 4
Theoretical analysis

4.1 Mathematical modelling

4.1.1 Kinematical model

Because of the possibility of singularities in the mathematical model when using Euler angles,
Euler parameters are chosen to describe the orientation of ESEO. This is in accordance with
the ESEO AOCS team, which already has made the same choice. Hence the kinematic dif-
ferential equations are given by the equations in section 3.3.5. Since ESEO will be controlled
in reference to the orbit framg&,, the kinematic differential equations are given in the body
frameF; as:

. 1

o= -3 engb (4.1a)
1

€ = 3 (1 + €*] Wl (4.1b)

4.1.2 Dynamical model

To derive a mathematical model of ESEQO’s dynamics, the model presented in section 3.4 will
be used. Here is a summary of the equations:

h’ = Iwh 4+ AL, (4.2a)
h = LATWY + T, (4.2b)
W’ = ()% + 7 (4.2c)
n = 7, (4.2d)
J = I-AILAT (4.2e)

It is desirable to obtain a model describing ESEO in terms of its orientation and its angular
velocities. Therefore the above model must be rewritten as a model in angular velocities. Ac-
cording to Hughes (1986), this can be done in the following manner. The equations describing
the gyrostat’'s angular momentum can be written in matrix form as:
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h? I Al wf?b
[hZ]‘[IsAT T, Hw] “3)
N’ N e’

H A v

It is now sufficient to transform this model from = Av to v = A~'x. This is done by
inverting the matrixA using (A.10). SinceA is a constant matrix, so iA~!. The time
derivative of the transformed model is thus:

b -1 -1 b

wp | J —JA h
[ Ws ] N [ —ATIV 1714+ ATIIA } [ h? (44)
N e’ - N —

v A- I

Inserting the expressions fi'’ andh® yields the following model for the dynamics of the
system:

ob =31 [— (wfb) g (wab + AISwS) + Te] _J A7, (4.5a)

by =—ATT! {— (wﬁ’b) ’ (Iwi-’b + AIsWs) + Te} (4.5b)

+ [ATITA+ I 7

The complete mathematical model of ESEO consists of the dynamical equations above and the
kinematical equations (4.1). Since the angular velocity of ESEO is given in refererf¢drio

(4.1), we need to express the dynamical equations in refererige fthe angular velocitysz

and its time derivative can be expressed as:

b b b b b

Wip = Wep + Wio = Wop + Row'?o (463-)
. X

WYy = b+ RowE, + R, = afy — (wgb) Riw?, + Rbw, (4.6b)

In (4.6b), (3.12) has been used. Inserting (4.6a) and (4.6b) into (4.5) yields:

X
oty =371 [ (W Rout) " (T + REwE] + ALr) 47
(4.7a)

X
- JilATa + <w2b> ng?o - Rlo)wfo

X
0y =—ATI! [— (why + Riwty) ™ (X[l + Rl + AL, ) + Te}
(4.7b)

+ [ATITTA+ I 7

The equations (4.7) and (4.1) represent a complete mathematical model of the system.
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4.1.3 Model assumptions

The model presented in (4.7) and (4.1) will now be simplified, based on several model assump-
tions. These are listed below.

Assumption 4.1. The origin of 7, coincides with the origin of,, which is the center of mass
of the rigid body.

Assumption 4.2. F; is oriented along the principal axes of inertia of the rigid body, which
implies that the inertia matrikis diagonal:

iz 0 O
1—| 0 i o (4.8)
0 0 i,

Assumption 4.3. The satellite has one reaction wheel, giving a control torque abouyt#xés
of F. This means thaA = [0, 1, 0]” andI, = i,.

Assumption 4.4. The external torques. affecting the satellite are thruster torquesbout all
axes ofF;, and the gravity torque,. Thus:7, = 7. + 7,

Assumption 4.5. The angular velocity.?, is assumed constanty, = [0, —wo, ()]T. This
means thab, = —wq in (3.58).

Assumption 4.6. The reaction wheel has a maximum speed,|ivg| < o.

From these assumptions we get the final mathematical model of ESEO, by simplifying (4.7).
We write the complete model as:

d)gb - finert +fT+fg+fadd (4.9&)
ws = finert + fT + fg (49b)
0= _%ETWSI) (4.9¢)
¢ = % [l + eX] Wb, (4.9d)

The terms in (4.9) are given as

finert =371 [— (wﬁb - woC2> ) (I [wgb — wocz] + Aisws)] (4.10a)
finert = AATJ_1 |:(wa — u)oCQ) : (I [wgb - w0C2:| + A’L'Su}s):| (4.10b)
f’r = J_ch - J_lATa (4.10¢)
Jo——ATI 7+ [ATITA 4], (4.100)
fo=37"[3w§ (c3)" Ics] (4.10e)
fo=—ATI7" [3uF (c3)" Ics) (4.10f)
fadd = wot2 (4.109)

wherec; is thei’th column vector of the rotation matriR?.
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4.1.4 Linearized model

Our nonlinear model is quite complex. A way to make it much simpler is to linearize it. Note
that a linearized model is only valid close to its operating point. Linearization is done by differ-
entiating the nonlinear system with respect to the total state vectof (w’,)7, ws, 7, eT]T

and the input torque vectar = |7 Ta]T. This results in the following linearized model

c

about the poinp (Egeland et al., 2001):

Ax = AAx + BAu (4.11a)
5% 5%
~ 5. Bl (4.11b)
ps Up Py Up

Choosing the point such that, = [0, 0, 0, 0, 1, 0, 0, 0] andu, = [0, 0, 0, 0], we get the
following system matrices for the linearized system of (4.9):

T 0 0 (I—k)wo 0 0 —8kyw O 0 ]
— iyw?
0 0 0 00 0 % 0
(h.=Dwo 0 0 00 0 0 = 2k
6kyiyw?
A— 0 0 0 0 0 0 T 0 (4.12a)
0 0 0 00 0 0 0
: 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
i 0 0 : 00 0 0 0 |
£ 0 0 0 ]
1
0 7z 0 -
0 0 + 0
1 7
B_ 8 _(;TS 8 % (4.12b)
0 0 0 0
0 0 0 0
0 0 0 0 |
kx — Zy,_lz) ky = Zx._zz7 kz = u? k;S :/I:y_/l:s (412C)

Lo Iy 1y

Note thaty = 0 in the linearized model, so the number of equations is reduced by one.

4.2 Linear control
In this section we will derive linear controllers for the attitude control of ESEO. When design-

ing controllers, it is common to define an error which will be driven to zero by an appropriate
controller. The attitude error dynamics are given by (3.37):

n=—='e (4.13a)

e=—-[il+&]w (4.13b)
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The angular velocity error is given by (3.39). A mathematical model of the error dynamics as
a function of the error in angular velocity can be derived from (4.2) and (3.39). This results in
the following model:

h' =1 (& + Riwf) + Alw, (4.14a)
ht = AT (w + nggld) + Louws (4.14b)
B = (b)* (& + Rl ) + 7. (4.140)
h® =7, (4.14d)

J=1-AILAT (4.14e)

It is shown in appendix A.2.4 that:

Jo =h" - Ah? — JRbWY, (4.15)

The control objective is to drive the attitude error and the angular velocity error to zero:

w—0,é—0 (4.16)

We will now apply the assumptions in 4.1.3, except for assumption 4.3. This means that the
number of reaction wheels is arbitrary. Furthermore, we state that the desired frame equals the
orbit frame, i.e F; = F,. Thus:

O =uwl (4.17a)
Riwi = —wocy (4.17b)
Te=Tc+ Ty (4.17¢)

whereT, is defined by (3.58). From (4.7) and (4.17) we can obtain an expressiahifar
function of & andw;:

Jo = wod ()@ — O™ 1% + wo*Iey — 0™ Alw, + wo(cz) 1o

) 5 N (4.18)
—wj(e2) Teg + wo(ea)  Aljws + 74 + 7 — AT

4.2.1 Local stabilization

An alternative to trying to prove global stabilization for a controller on a nonlinear system, is

to linearize the system about an operating point. It is then possible to apply linear control laws
to control the system, like the ones described in (3.67). Since the linearized model is only valid
close to the operating point, the control law may not stabilize the system when it is far away
from this point. A way to deal with this problem is to linearize about several operating points,
and switch between them as the system changes states. This kind of control strategy is called
gain schedulingand is treated in Khalil (2000). In this thesis we will limit ourselves to one
operating point, the origin. Hence, we will use the linearized model given by (4.11) and (4.12).
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Using this model implies that = wgb andq = q. We will now rewrite the system since the
control objective is to drive) ande€ to zero. In addition we will choosé&r, = 0, hence the
input torque vector ig\ 7.

AL = A AL + A AE+ BAT, (4.19a)
Ay = aeg + b AT, (4.19b)
An=0 (4.19¢)
. 1
Aé= 0 (4.19d)

From (4.12), we see th&,, A, B, a andb are given by:

I 0 0 (1—ky)wo
(kz — 1) wWo 0 0
—8ky w3 0 0
A, = 0 % 0 (4.20b)
I 0 0 Qk‘ZuJ%
i i 0 0
B=|0 L o (4.20c)
[0 0 ¢
. 2
_ Gkyiywy (4.20d)
ks
belo - L o ! (4.20€)
= 5 ksa ’ ksis )
kx — /Ly.;/l/zy k‘y = lo _ sz k;z = uu ks = iy - /is (420f)
iy 2 1z

To derive a linear controller, we will use Lyapunov analysis. Consider the following Lyapunov
function candidate (LFCY:

V= %(AJ))TA(D + koA(e)T Ae (4.21)
V = (AD)T (ALAD + AAE + BAT) + ko(AD)T Aé (4.22)

We choose the following controller

AT, = —KAF — Ky,AG (4.23)

where the constant matric&s. > 0 andK,, > 0. Inserting (4.23) into (4.22), we get:

V =(A0)T (A, — BK,) A + (AD)T (A + kol — BK,) A¢ (4.24)
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We want to remove the second term. Therefore, we make the following choigé. for

BK, = A, + kol (4.25)

Consequently:

V =(A0)T (A, — BK,) Ad (4.26)

ChoosingK,, such that(A,, — BK,,) < OyieldsA® — 0 = A& — 0 = Aé — 0 and

Aé — 0. Thus, the controlled system is asymptotically stable. Our linear control law actually
corresponds to a PD controller with respecgtsincew represents the time derivative &f
although it is not equal to it. Note that = 0 with this controller. The reaction wheel is not
used by the controller, and is left to spin on its own. In appendix A.2.5, the following gain
matrices are found to stabilize the system:

K. = kI (4.27a)
K. = ky1 (4.27b)
ke >> max {8w§, is} (4.27c)
ko > 0 (4.27d)
k2 > W (z [2iy — 2ig — i2] — [iy — iw]Q) (4.27€)

4.2.2 Global stabilization

We will now analyze how a linear controller can stabilize ESEO globally. To do this, we will
use Lyapunov analysis. We choose the following LFC

Va
1 [T AL][@] 1, o
V=5loh vl [ISAT I, ] L] —pwoczlez (4.28)
T e 3 1 . .
+ ko (eTe + 17— 1]2> + 5(,080?;103 + §w§ (iy — 3iz)
1 1
V= 5@?1@ + ws I, ATO + §wSTIst — §w§c2TIcz
5 . (4.29)
+ 2ko (1 — ) + §w§c§Ic3 + §w§ (iy — 3i)

The state vector ix = [&7, wy, 7, c12, 32, c13, CQ?,]T whereca, 32, ¢13 andcas are

the respective components of the vectersandcs defined in (3.8). The desired state vector

isx* = [0%, 0V, 1, 0%, 0, 0, 0, O]T. The first three termsl{,) and the fourth term i/
represents the kinetic energy of the satellite, although it is not equal to its total kinetic energy.
Note that the expression féf, has the same structure as the expression for the kinetic energy

of a one wheel gyrostat (3.52). The fifth term comes from the attitude error wierea

positive constant. These terms represent the same idea as in choosing the LFC in example 3.1,
i.e. a choice which corresponds to the kinetic energy, and a kinematic term. The sixth term
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represents the potential energy of the satellite (3.59). The last term is constant in order to make
V atrue Lyapunov function, i.el" > 0 andV (x*) = 0. In fact,V meets these requirements

only wheni, > i, > i.. For details see A.2.1 and A.2.2, or Kristiansen (2000). It is shown in
appendix A.2.3 that the time derivative 6§ is given by:

Vo =0T re + wlr, — wdT (c2)*Icy (4.30)

The time derivative of” along the trajectories of (4.14) thus becomes:

. . 1 . 3
V=V, §w§c§Ic2 — 2koi] + 5&)30?1(33 (4.31)

T 2

Te + nga — wOJJT(cQ)XIcQ + 3(,0(2)(:)T(C3)XIC3

— Wi T(co)* @ + ko€ + 3wici T(c3) @

=w

(4.32)

Since all the terms are scalars, they can be freely transposed. The following terms are trans-
posed:

(—wgch(CQ)X(IJ)T = Wi (cg)*Icy (4.33)
T

(Bwicd I(es) @) = —3wi’ (c3)*Ics (4.34)
Note that the change of signs are due to the skew symmetric matrices defined in A.4. We now

see that term three and five are the same but with opposite signs. The same goes for term four
and six. Thus:

V=oTr +wln, + kowTe (4.35)

We now choose the following linear controller

Te = —koe — Cw (4.36a)
7o = DO — Buw, (4.36D)

whereC, D andE are constant matrices. The control law for the thrustgisorresponds to

a PD controller with respect to the satellite’s attitude. The control law for the reaction wheels
7o controls the angular velocity of the spacecraft and the spin of the wheels. Combining (4.36)
with (4.35), we get:

V =-0"Co +wIDo - wl Buw, (4.37)
=—[&", wi] [ S _D/Q} [W] (4.38)
d ,|-D*/2 E Ws
QT v~
P Q

ChoosingP > 0 will make VV < 0. An obvious choice iC = k,1 > 0, E = k;1 > 0 and
D = 0 wherek, andk, are constants. However this means that the reaction wheels are not



Theoretical analysis 40

used as actuators to control the attitude of the satellite. The wheels control themselves. It is
desirable to see if a linear control law for the wheels which helps to control the spacecraft may
yield an asymptotically stable system. Intuitively, this should be possible by chobsiad)

and choosing the positive definite matridc€sandE large enough to makP > 0. However
choosingD = 0 should makd® "more” positive definite, and hence the rate of convergence of

Q would be greater. Showing this analytically is complicated siRdea(3 + N) x (3 + N)

matrix. Instead we will use Young’s inequality on the following term:

wIDG = o"Dw, < || @[ Dws|| (4.39)

Applying Young’s inequality (A.12) witlp = 2, we obtain:

. @l Duw;||?
J@lDw,) < 15, 1P| (4.40
The vector norms are given by the 2-norm defined in (A.5), thus:

1o)? = oT@ (4.41)
|Dw;s? = w DT Dw, (4.42)

It is possible to use these results to define an upper bouiit on

~T ~~ 1 ~T ~ 1 TNT T
V< -0"Co+ §w w + §w5 D" Dw, — wy Ewg (4.43)

1 1

< —of <c — 21> o —w! <E — 2DTD> ws (4.44)

We now see that choosirlg = 0 gives the greatest rate of convergence&f So choosing
C > 0,E > 0andD = 0 makesl/ < 0. ThusQ2 — 0 = Q = 0, and (4.18) becomes:

0 = —w(c2) Iy + 3wd(c3)*Ies — koé (4.45)

Since all of the terms to the right are bounded, there should be a large enough chkice of
which makes = 0 the only solution of (4.45) (Soglo, 1994). The terms are bounded because
c; is a unit vector andé|| < 1. To find this value, we will apply Assumption 4.3 and rewrite
the equation on component form where- [€;, éo, 63]T:

kogl = w% (iy — iz) (022032 — 3023033) (446&)
kOEQ = wg (iz — Zx) (012032 — 3613633) (446b)
kogg = w(Q] (Zx — ’iy) (612622 — 3613623) (446C)

The constanky must be chosen in a way such thgg; is larger than the maximum value of all
the right hand sides of the above equations. If this is the case¢ thdhandciocio = cp3cs =
0 are the only solutions. The maximum value of the produgt; is 1/2. This comes from the
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relation (3.10), i.ec?; + ¢, + ¢3, = 1. If a product of two directional cosines is to have its
maximum value, then the third directional cosine associated with the same wgeatoist be

zero. The product will have its largest value when the two directional cosines have the same
value. This value is/1/2. Sincei, is the smallest element ihand:, is the largest, (4.46a)

has the largest right hand side. The largest value is obtained when:

c13 0
C3 = Cc23 = 1/2 (4.47&)
C33 1/2
co9c39 =0 (4.47Db)

This problem has several solutions, and is solved in appendix A.2.6. We are interested in the
worst case scenario, i.e. the smallest nonzero solutio& fathen the right hand side has its
maximum value. In fact, the solution must be negative. To see this, consider (4.46a) in our
worst case scenario:

. 3 ) )
ko€l = —§w§ (1y —1z) (4.48)

The right hand side of the above equation is negative, which meang, thaist be negative.
The smallest negative solution is:
& = —0.2706 (4.49)

The solutions are shown in figure A.1. Inserting this value into (4.48), yields:

3
0.2706 ko = §w§ (i — i) (4.50)

This expression yields a value faép. If ko is chosen greater than this value, then the only
possible solution for (4.46a) is that both sides of the equation are zerc;;i.e. 0. Since
(4.46b) and (4.46c) have smaller right hand sides, this choigg will ensure thag, = 0 and

€3 = 0. Thus:

ko > 5.5432 w2 (i — i) = € — 0 (4.51)

Corollary 3.2 is now applicable, which means that we have global asymptotic stability for the
proposed linear controller.

4.3 Nonlinear control

Using the same model as in section 4.2, we will now find nonlinear controllers to control
ESEQ’s attitude.
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4.3.1 Lyapunov controller 1

In the linear controller in section 4.2.2, there was a restriction on the inertia matrix of the
satellite. In case such restrictions are not met by a satellite, we will derive a nonlinear controller
which does not have these restrictions. Consider the following LFC, which is almost the same
LFC as (4.28):

V=V, + 2k (1—17) (4.52)

wherek; is a positive constant. The time derivative W6falong the trajectories of (4.14) is
given by:

V =0T 4+ wl'ry, — wdoT (co)*Tey 4 3wio™ (c3)*Tes + kil e (4.53)

We now choose:

Te = —k1€ — CO + wi(ca)*Tey — 3wi(c3)*Ics (4.54a)
7o = —Ews (4.54b)

Consequently:
V =-0TCo — wl'Buw, (4.55)

ChoosingC > 0 andE > 0 makesV < 0. An obvious choice iC = k,1 andE = k41
wherek,, > 0 andk, > 0 are constants. Thus8 — 0 = & — 0 andws; — 0 = ws — 0.
Hence (4.18) becomdgé = 0 = é — 0. Thus corollary 3.2 states that the system is globally
asymptotically stable.

4.3.2 Lyapunov controller 2

It would be desirable to use the reaction wheels as actuators in the same way as the thrusters.
This motivates an LFC where we omif from the state vector, and treat it as an external signal.
Consider the LFC

re. 1 3 1, :
V= inJw — iwgchCQ +2ko (1 — 7)) + §w3c§IC3 + §w§ (iy — 3i,) (4.56)

. ... . ~ ~ T
whereks is a positive constant. The state vectokis= [wT, al, cia, c30, c13, 023] , and

the desired state vector is* = [0%, 1, 030, 0, 0, O]T. The first and second term i
represents the kinetic energy of the satellite, although it is not equal to its total kinetic energy.
The other terms are the same as in the LFC (4.28). This meang tisa Lyapunov function

if i, > i, > .. To calculateV/, we will use (4.18):
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V=o"Jo - %wgcglég — 2ko) + %wgcglcg (4.57)
V = wodT I(co)*@ + wod” (co) 1o — wi@™ (c)*Tcy
+ wowT (c2)* Alsws + @077, + 0T 7. — &7 ATy, (4.58)
— wWEed T(c2) @ + ko€ + 3wk T(c3) @

Note that several terms have disappeared sirfcg* = 0. These terms will be transposed:

(woTI(e2) @) = —woi” (cg)* I (4.59)

(—wgczTI(CQ)XJJ)T = Wi (cg)*Tcy (4.60)
(3u2clT(cs) @) = —3w2d” (c3)*Tes (4.61)

Observe that term three and eight are the same but with opposite signs. The same goes for term
five and ten. Thus:

V = wodT (co)* (1o — Jo + ALw,) + &' 1. — 0T A7, + kT e (4.62)
= wow’ (c2) AL (AT® + w,) + 0 1. — 0T Ary + ko' € (4.63)

We now choose the following control laws, applying the principle of section 3.8.1:

Te = —ke 1€ — Cw (4.64a)
A1, =k 26+ Do
+ wo(c2)* ALy (ATE + wy)
whereC andD are constant matrices, ad; (i = 1,2) is a constant. Note that the control
law for 7, cancels the nonlinearities #. This is only possible if the reaction wheels are able
to give torques about all three axes of rotation. If this is not the case, the thrusters should be

used. We will get the same result for, if we choose to cancel them with instead. Inserting
(4.64) into (4.63), we get:

(4.64b)

V= (ky—ke1 —kea)@Tée— 0T (C+ D)@ (4.65)

We chooséky = k.1 + k2, hence:

V=0T (C+D)& (4.66)

If (C+D) >0 thenV < 0. An obvious choice which ensures this@ = k.11 and
D = k,»1 Wh‘erekwvi (¢ = 1,2) is a constant an¢k,, 1 + kwyg.) > 0. Thus we have proved
thato — 0 = @ — 0. We will now apply corollary 3.2. Whe& = & = 0, (4.18) becomes:

0= —wg(CQ)XICQ + 3(.4)(2)(C3)X103 — ko€ (467)

The constanky must be chosen large enough to méake 0 the only possible solution to this
equation. Since this is the same equation as (4.45) chobsing5.5432 w3 (i, — i.) yields a
globally asymptotically stable system according to corollary 3.2.
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4.3.3 Lyapunov controller 3

In section 4.3.2 there is a restriction on the inertia matrix of the satellite. The next controller
will not have such restrictions. We will consider the following LFCwhereks is a positive
constant:

1
V= inJ@ + 2k3 (1 —7) (4.68a)

This LFC is almost the same as (4.56), but two terms are remdiégcomes:

VG35 — 2k (4.69)
V = wooTJ(c2)*@ + wodT (c2) I — w3 T (c2)*Iey
+ UJOJJT(CQ)X Al w, + SwgdjT(c;:,) *Ics (4.70)

+ 0T, — 0T AT, + ks’ e

Transposing the first term, and using the definitiod @ (4.14), we get:

V = woo (c2) AL (AT@ + w) — widT (c2)*Ien

4.71
+ 3w (e3)*Teg + 0T . — 0T Aty + koo™ € @.71)
We now choose the following control laws, applying the principle of section 3.8.1:
Te = —ke1€ — Cw (4.72a)
A7, = keof + Do+ wolez) AL (ATD + wy
? ole2) AL ( ) (4.72D)

— w(ca)*Teg + 3wi(cs)*Ics

whereC andD are constant matrices, akd; (i = 1,2) is a constant. The control law fer,
cancels the nonlinearities in. After inserting (4.72) into (4.71), we get:

V= (k3 —ke1 —keo)0Té- 0T (C+D)& (4.73)

We chooséks = k.1 + ke 2, thus:

V=-0"(C+D) (4.74)

If (C+D)>0 thenV < 0. To ensure this, we choog = k11 andD = k, »1 wherek,, ;

(i = 1,2) is a constant an@k,, ; + k,2) > 0. Thus® — 0 = @ — 0. We will now apply
corollary 3.2. Wheno = & = 0, (4.18) becomesyé = 0 = ¢ — 0. Thus corollary 3.2 states
that the system is globally asymptotically stable.
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4.3.4 Sliding mode controller

The first step in sliding mode control is to design a sliding manifold. Fu, Tsai and Yeh (1999)
suggest the following manifold = [s, sy, sz]T, based on the classic dynamical model of a
rigid body in motion (3.68) where the kinematics are represented by unit quaternions. Define

s=o+ Pé (4.75)

whereP > 0. Itis shown in appendix A.2.7 that when= 0, € andw tend to zero. We must
now design a control law to reach the sliding manifold. Consider the LFC:

V =sTJs (4.76)

Its time derivative along the trajectories of (4.14) is given as:

vV =s" (Jo+ JP¢) (4.77)
. 3
vV =sg" <(hb)X [© — woco] + 5w8c§103 + 7. — AT,

, (4.78)
+ wod(e2)* @ + 5JP (71 + (e)%] @)

We will now choose a sliding mode control law, where we use the best estimates, or nominal
values, of the system parameters. These values are denoted with Ja filae control laws are
chosen as:

Te = —Togn (4.79a)
ATa — (flb)x [(:) =+ (:}002] + §d)gcgi03
) 2 (4.79b)
+ @0 (e2) @ + S JP (71 + (6)*] @ + Tsgn,a
Tsgn = [Besgn (sz) ﬁySgn (Sy) , B.sgn (52)]T (4.79¢)
Tsgn,a = [ﬁa,mSgn (S:B) ) ﬂa,ySgn (Sy) ) ﬂa,zsgn (SZ)]T (479d)

The sign functiorsgn (-) is defined in (3.90c). We will now define the error of a paramater
to beAa = a — &. Using this notation, and inserting (4.79) into (4.78), we get:

VvV =sT <(Ahb)xdj — (A(h%wp))*co + %CSTA(w(Q)I)c;),

+ Awod)(c2) @ + %AJP [l + (%] @ (4.80)

— Tsgn — ngn,a)

The details of this calculation is found in appendix A.2.8. To simplify the expression, we will
collect all the parameter error terms in the variable [0, J,, 5Z]T:
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5 = (ARY)*G — (A(hlwp))cs + gchA(wgl)c3

1 (4.81)
+ A(wod)(c2)* @ + 5AJP 71+ (6)*] @
V =s8" (6 — Tsgn — Tsgn.a) (4.82)
If we chooses; + 3, larger tharg;, i.e.
Bi + Ba,i > 0i + Boi (4.83)
wheref; > 0 is a constant, we get:
V < — (Bo Ise| + Boy syl + Bo.z Is=]) (4.84)

Fors # 0,V < 0 = s — 0. Hence, we reach our manifoidn finite time and the system is
globally asymptotically stable.



Chapter 5
Simulation

5.1 SIMULINK model of ESEO

5.1.1 Mathematical model

The mathematical model given by (4.9) and (4.10) has been implemented in SIMULINK. Re-
call that ESEO only has one reaction wheel, which means that the Lyapunov controllers must
be adapted to this situation. Therefore we will define 3he 3 matrix B which is equal to

the identity matrix if there are no reaction wheels. Then, each column represents the three unit
vectors ofF,. If the reaction wheels can give a torque about an axigothe corresponding

unit vector inB is zero.B = 0 if the reaction wheels can give torques about all body axes.

00
00 (5.1)
0 1

5.1.2 Simulation parameters

For the simulation, we will have a relatively short time frame, i.e. several hundred seconds. A
circular orbit is assumed, which is possible since a segment of an ellipse can be approximated
to be a part of a circle. The altitude of ESEO in this circular orbit will be its altitude at perigee.
The desired position of ESEO at the start of all the simulations is to coincide with the orbit
frame F,. The controllers are tuned to satisfy an attitude accuracyi6f All simulation

results are found in appendix B.

Step simulation with ideal conditions

The first simulation to be performed is a step simulation with ideal conditions, i.e. perfect
measurements of the state vector and correct values of system parameters. After 500 seconds,
there is a step in the desired position. All axes of the body frame of EGE®e commanded to

have an angle df0° with their respective axes ift,. These angles are the Euler angles. Even
though the simulator uses unit quaternions to calculate ESEQ's attitude, the input attitude and
output attitude are given in Euler angles, since they have a clearer physical meaning. ESEO’s



Simulation 48

initial states are given below whe€ denotes the attitude error in Euler angles.

. [60° 1.0472 rad
Oinit = |60°| = [1.0472 rad (5.2a)
| 60° 1.0472 rad
[1°/s 0.0175 rad/s
Oinit = [1°/s| = ]0.0175 rad/s (5.2b)
[1°/s 0.0175 rad/s
Ws,init = 0 (5.2¢)

Regarding thruster control, a bang-bang controller with deadzone is used. The deadzone pa-
rameter in figure 3.7 is chosen to be:

On = 0.001 (5.3)

Large initial angular velocity

The second simulation has the same initial states as the first, except for the initial angular
velocity, which is changed to a large value:

1rad/s
Winit = |1rad/s (5.4)
1rad/s

There is no step in this simulation, and the desired Euler angl&$ afe constantly30° with
the respective axes of,.

Step simulation with uncertain inertia

This is the same simlation as the step simulation, but the controllers use estimates of the inertial
parameters, rather than the correct ones. The estimates and actual inertial parameters are given
below, where the estimates are denoted with g Hat

43500 0 0

I=| 0o 43370 0 (5.5a)
0 0  3.6640

I=0.81 (5.5b)

is =4 x 107° kgm? (5.5¢)

is = 0.8 (5.5d)

Step simulation with noise

This fourth simulation has the same initial conditions as the first, and the same step is per-
formed. The difference is that white noise is added to the state vector which is fed to the
controllers. The motivation for this simulation, is that ESEO will receive estimates of its state
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vector from an estimator, usually a Kalman filter. These estimates are not necessarily correct,
but should be close to the real values. Secondly, they will not be updated continously, but with
a certain frequency. The added white noise simulates this behavior. More precisely, the white
noise has a frequency of 10 Hz, and the noise vector's amplitude is approximately 5 percent of

T
the vectory = [xZ, xs, XqT] :

Xw = Winit /2 (5.6a)
Xs = Lrad/s (5.6b)
Xe=1/2[1, 1,1, 1)7 (5.6¢)

5.2 Linear control

The global controller has been proved to stabilize ESEQ), it> i, > i,. However this
restriction is not met by ESEO, becauge> i, > i,. Hence only the local controller is
simulated.

5.2.1 Local controller

The controller below is based on the linearized model of ESEOQ:

o = —k JE -k (5.7a)
Ta =0 (5.7b)

The controller parameters satisfy

ke >> i, =4x107° (5.8a)
ko > 0 (5.8b)
k2 > w? (z 20y — 2ig — i2] — [iy — ix]2> — 1.8597 x 1077 (5.8¢)

and the following parameters were chosen for the simulation:

ke = 0.05 (5.9)
ko, =3 (5.10)
The simulation results for this local controller can be found in figure B.1, figure B.5, figure

B.9 and figure B.10. For the noise simulation, the bang-bang dead-zone was chafge¢ to
0.007.

5.3 Nonlinear control

Lyapunov controller 2 has been proved to stabilize ESEQ i i, > ., but this is not the
case for ESEO. Therefore, we will only simulate the performance of Lyapunov controller 1 and
3.
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5.3.1 Lyapunov controller 1

The first Lyapunov controller is given by

Te = —ke€ — k@ + wi (ca) *Teg — 3wi(c3)*Ics (5.11a)
b (5.11b)

where the controller parameters satisfy

ke >0 (5.12a)
kw >0 (5.12b)
ks >0 (5.12c)
They are chosen as:
ke =0.2 (5.13a)
ky, =3 (5.13b)
ks = 0.001 (5.13c)

The results from the simulations are presented in figure B.2, figure B.6, figure B.9 and figure
B.11. For the noise simulation, the bang-bang dead-zone was chanQad-td).006.

5.3.2 Lyapunov controller 3

Since ESEO only has one reaction wheel, the control laws for Lyapunov controller 3 are rewrit-
ten as

Te = _ke,lg — k:w,ld) — wOB(Cg)XAIS (AT(;) + ws)

) ) ~ (5.14a)

+ wiB(c2) *Iey — 3wiB(c3) “Icsw

ATy = ke o€+ k@ + wo(ca) AL (ATG + w,
2 e 0(22) ( ) (5.14b)
— wj(e2)*Ieg + 3wj(e3) *Ies
where the controller parameters satisfy:

keq + kea >0 (5.15a)
kwi + koo >0 (5.15b)

By introducingB, the thrusters will compensate for the nonlinear terms about teeés and
the z axis of 7. For the step simulation, the following parameters were chosen:

k671 =0.2 (5.16a)
koo = 0.2 (5.16h)
ko1 =3 (5.16¢)

kwo =3 (5.16d)
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The step simulation results for this controller can be found in figure B.3. When simulating with
a large initial angular velocity, the gains were changed because it gave better performance:

kep = 0.1 (5.17a)
keo = 0.1 (5.17b)
ky1=2 (5.17¢)
kw2 =2 (5.17d)

Figure B.7 shows the results of this simulation. The last two simulations are presented in figure
B.9 and figure B.12. The bang-bang dead-zone was chang@€a te- 0.006 in the noise
simulation.

5.3.3 Sliding mode controller

The Lyapunov controllers are not designed to be robust to parameter uncertainties, like the
sliding mode controller. Therefore we will compare the controllers when assuming that the
system parameters are correct. Thus, the nonlinearities are canceled, and thit gadhs, ;

can be chosen constant. The rewritten sliding mode controller becomes

7o = —B(h")* [& — woco] — %w%Bc?Iq
—woBJ(e2) @ — %BJP (1 + (&) @ (5.18a)
— Tsgn
A7, = (b)) [& — woea] + gwgchc;),
+wod(ea) @+ %JP 71+ (9] (5.18b)
+ Tsgn,a
Togn = [Bsg0 (8z) , Bysgn (sy), B.sgn (sz)]T (5.18c)
Togn,a = [BazS0 (Sz), Baysegn (Sy), Ba,-580 (sz)]T (5.18d)
where
Bi + Bayi >0 (5.19)

To avoid chattering, the sign function is replaced with the saturation function (figure 3.4). The
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parameters for the sliding mode controller were chosen as follows:

v = 0.05 (5.20a)
P=011 (5.20b)
Br =02 (5.20c)
B, =0.1 (5.20d)
B, =0.2 (5.20€)
Bay = 0.1 (5.20f)
Baz = Baz =0 (5.2009)

Note that since ESEO only has a reaction wheel abouyt#zis, 3, , and/, . can be chosen
arbitrarily. This controller’s simulation results can be found in figure B.4, figure B.8, figure
B.9 and figure B.13. For the noise simulation, the bang-bang dead-zone was chafge¢ to
0.010.



Chapter 6
Discussion and conclusion

6.1 Discussion

6.1.1 Theoretical analysis
Mathematical model

Regarding the kinematical model in chapter 4, Euler parameters are chosen for the angular
parametrization, since they do not introduce singularities in the model. It is however possible
to use a three parameter representation with singularities. Fossen (2002) suggests using two
representations of Euler angles with different singularities, and switching between them. There
are other possible representations with three parameters, like the Euler-Rodrigues parameters
(Egeland et al., 2001), but four parameters are needed to avoid singularities (Hughes, 1986).
Another advantage of the Euler parameters is that they are computationally efficient (Hughes,
1986). Euler angles can be demanding to compute because of the trigonometric functions as-
sociated with them.

In the mathematical model developed in chapter 4 for the system dynamics, the system states
are chosen as the angular velocities of ESEO and the reaction wheel. An alternative would
have been to use the angular momenta as states. There are several explanations for this deci-
sion. One of them is that angular momenta can not be observed or measured directly. They
must be calculated from the angular velocities. Another reason is that the error dynamics of
such a system would have introduced more equations in the satellite model, as in Hall et al.
(2002). On the other hand, such a model representation would have had simpler equations than
the one used here.

Linear control

The advantage of the linear controllers is that they are easy to implement, and computationally
simple. However, neither the local PD controller nor the global linear controller use reaction
wheels to control the spacecraft’'s attitude. The global controller uses the reaction wheels to
control themselves. Thus, if one wishes to use a linear controller, the reaction wheel may
not serve any purpose and can be removed from the spacecraft. This would yield a simpler
mathematical model, i.e. the classical spacecraft model which is treated in example 3.1.
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Nonlinear control

The Lyapunov controllers presented in this thesis are found by canceling nonlinearities, to ob-
tain asymptotic stability. The alternative to this approach is to dominate the nonlinear terms,
i.e. choosing large controller gains to make sure that 0 regardless of the nonlinear term’s
value. This is often possible if the nonlinear terms are bounded. This technique will often
yield simpler controllers, while the advantage of canceling nonlinearities is that it gives greater
freedom when selecting controller gains. A disadvantage of canceling nonlinearities, is that
the technique is vulnerable to parameter uncertainties. Dominating them yields more robust
controllers.

It is important to note, that the sliding mode controller together with Lyapunov controller 2
and 3 are the only controllers which use the reaction wheels actively to control the spacecraft’s
attitude. In fact, they permit to only use reaction wheels for attitude control if the reaction
wheels can produce torques about all axes of the spacecraft body frame. Lyapunov controller
1 cannot control the spacecraft’s attitude without the thrusters.

6.1.2 Simulation

When viewing the simulation results, it is easily seen that the attitude is never exactly equal
to the desired attitude. This is because of the thruster torques generated by the bang-bang
controller with dead-zone. Since the thrusters are not capable of delivering exact torques, the
attitude error never reaches exactly zero. Instead the attitude converges to an interval close
to the desired attitude. Another interesting observation, is that the Euler angle representing
rotation about theg-axis converges slightly faster than the two other Euler angles, and it has

a higher degree of accuracy. This applies to all the controllers in the step simulations. Since
Lyapunov controller 3 and the sliding mode controller use the wheel actively to help controlling

0, it makes sense thatconverges faster and is closer to the desired value than the other Euler
angles. However, in the simulation with large initial angular veloéiig,the fastest converging

Euler angle only for the local PD controller and Lyapunov controller 1. Another explanation

is that the reaction wheel has a damping effect on the rotation aboytakis, and this helps

f to converge. This makes sense, because if the satellite body starts to spin in one direction
about they-axis, the reaction wheel will spin in the opposite direction. It is probable that both
explanations are valid, but when using the reaction wheel actively at large initial spin, other
effects arise.

Step simulation with ideal conditions

In the step simulation with ideal conditions, all the controllers, including the local PD con-
troller, obtain an accuracy a@f1°, and they converge close to the desired attitude after approxi-
mately 100 seconds. Thus, the local PD controller works, even though it does not operate close
to its operating point. From a theoretical point of view this can be explained. It is shown in
appendix A.2.9 that the local PD controller is stable close to the origin, but will never reach it.
The local PD controller is not globally asymptotically stable. We have already observed that
the attitude error converges to an interval because of the thruster controller. It seems that this
interval contains the interval which the local PD controller converges to. Thus, the fact that
the controller does not converge to an attitude error of zero has no effect on the controller’'s
performance.
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Concerning the reaction wheel, the local PD controller lets it spin on its own (figure B.1),
while Lyapunov controller 1 makes, — 0 (figure B.2). The latter seems to be a disadvan-
tage, since this causes a disturbance torque with respect to the attitude control of ESEQO. The
reason for this is that the control law for the reaction wheel only cares about the wheel spin,
not the satellite’s other states. Thus, increased thrusting is needed to compensate. Figure B.2
shows that Lyapunov controller 1 has more thruster firings than the other controllers. Lyapunov
controller 3 and the sliding mode controller both use the reaction wheel actively to reach the
desired attitude. When the simulation starts, the desired attitude is far from the actual attitude.
Thus, a large torque is put on the reaction wheel. It quickly reaches saturation, and is then
unable to provide torques, unless it is commanded to spin the other way. From figure B.3 we
see that the wheel stays saturated when Lyapunov controller 3 is used. Thus the reaction wheel
only gives one large torque in the beginning of the simulation. Afterwards, only the thrusters
are used to control ESEO'’s attitude. This is not the case for the sliding mode controller. The
reaction wheel delivers a large torgue in the beginning, and when the step is performed. Hence,
it can be concluded that the sliding mode controller uses the reaction wheel in at better way
than Lyapunov controller 3.

Large initial angular velocity

As in the former simulation, the controllers converge with the desired accuracy. Itis interesting
to see that the local PD controller performs as well as the other controllers. The explanations
are the same as in the preceding section. Although all controllers converge, the sliding mode
controller and Lyapunov controller 3 are about 50 seconds slower than the other controllers. In
addition, they have considerably more thruster firings than the other controllers. It is natural
to assume that this is related to the use of the reaction wheel. Note that when the satellite
rotates several times about its own axes, the P term of the linear controllers and the Lyapunov
controllers, i.e. typically—ky€é, changes sign often. What is needed is to reduce the angular
velocity, but the P term will always try to get to a certain point in space, and does not care
about angular velocity. The D term contributes greatly to reduce the rotation, and when it is
reduced considerably, the P term will bring ESEO into its final position. This means that for
a large initial angular velocity, it could be a good idea to have a controller which only slows
down the satellite’s rotation, since the P term actually will accelerate the rotation periodically.
This is the idea behind the modified PD controller in figure 2.3. When the angular velocity is
sufficiently low, one could switch to one of the controllers suggested in this thesis.

Step simulation with uncertain inertia

Figure B.9 shows that differences between the nominal inertial parameters of the satellite and
the actual inertial parameters, yields almost the same results as in the step simulation with ideal
conditions. The only difference is that the spacecraft attitude converges approximately 10 to
30 seconds later. Thus, all controllers seem to be robust with respect to uncertain inertial pa-
rameters. It is known that sliding mode controllers are robust to such uncertainties, but more
surprising that the Lyapunov controllers perform well. These controllers cancel nonlinearities
which are functions of inertial parameters. An explanation to this, might be that the nonlinear-
ities are so small in magnitude that they do not come into play before the system states have
converged to the convergence interval induced by the thruster controller. The local PD con-
troller performs well because it is sufficient thal >> 4.1979 - 10~° to approach the origin.
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This is shown in appendix A.2.9.

Step simulation with noise

Because of the added noise, all controllers use more thruster firings, which is natural since
the feedback states never converge to constant values. In fact, the deadzone of the bang-bang
controller had to be enlarged, since the controllers fired the thrusters constantly.

6.1.3 Implementation issues

Implementation of the control laws suggested in this thesis depends on two important subjects.
The first is computational resources. The nonlinear controllers require more resources in every
time step to compute the control torques, compared to the linear controllers. Especially the
Lyapunov controllers, since they rely on cancellation of nonlinearities. Regarding the sliding
mode controller, it will often be possible to choose the gainonstant, like in our simula-

tions, which will make the controller simpler to implement. The second important subject is
the availability of measurements of the system states and the system parameters. System state
measurements will typically be estimates coming from a Kalman filter, which is the case for
ESEOQ. It is evident that these measurements should be available and as accurate as possible.
Regarding the actual system parameters, the Lyapunov controllers require more parameters to
work than the other controllers because of the nonlinearity cancellation. The linear controllers
do not require such knowledge, and neither does the sliding mode controller if thé gam

be chosen constant. The simulation with uncertain inertial parameters shows that all controllers
work well, but if some parameters are unknown, it could be wise to avoid the Lyapunov con-
trollers.

6.2 Conclusion

In this thesis, linear and nonlinear control methods are developed to control the attitude of a
satellite. Except for the local PD controller, the controllers can be used to control any satellite
using thrusters and reaction wheels as actuators. Two linear control laws are developed. The
local PD controller is based on a linearized satellite model of ESEO, which means that it does
not apply to a general spacecraft. It does not use the reaction wheel when controlling ESEO.
The global linear controller stabilizes a spacecratft if its diagonal inertia matrix satisfies the
constrainti, > i, > .. This controller controls the spin of the reaction wheels to zero. Four
nonlinear control laws have been developed. Three of them, the Lyapunov controllers, have
been found through Lyapunov stability analysis. They are based on different LFCs, and work
by canceling system nonlinearities. The fourth controller is a sliding mode controller. Lya-
punov controller 2 and 3, and the sliding mode controller, use the reaction wheels actively to
control the spacecraft’s attitude. This is not achieved with the linear controllers, nor Lyapunov
controller 1. It is worth noting that the inertia matrix constraint> i, > i, simplifies the
Lyapunov controllers.

To simulate the performance of the developed controllers, a nonlinear mathematical model
is developed and implemented in MATLAB/SIMULINK. Data for the micro-satellite ESEO

is used as model parameters in the simulations, and a bang-bang controller with dead-zone is
used for thruster control. The performance of two controllers is not simulated, since ESEO’s
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inertia matrix does not meet the constraint> i, > i.. The controllers are tested in four
different simulations. The first is a basic step simulation with perfect measurements of the
state vector. The second is a test of convergence when the spacecraft has a large initial spin.
Controller performance with uncertain inertial parameters is the objective of the third simula-
tion. In the last simulation, noise is added to the measured state vector. The simulations show
that the developed controllers perform well regarding attitude control of ESEO. An important
observation is that the controllers which actively use the reaction wheel of ESEO as an actuator
to control its attitude, does not produce better results than the local PD controller which do not
use it, or Lyapunov controller 1 which controls the reaction wheel spin to zero. The presence
of the reaction wheel seems to help convergence to the origin for these controllers as well. In
fact, the Euler angle representing rotation aboutytfaxis converges slightly faster than the

two other Euler angles, and it has a higher degree of accuracy. This suggests that the reaction
wheel has a stabilizing effect on ESEO, even when it is not used actively.

6.3 Recommendations

A natural suggestion for further work is to develop a model of a Kalman filter to provide the
measured state vector to the controllers, which produces realistic noise and accuracy. The white
noise vectory presented here is not chosen from any experimental data.

Regarding thruster control, it would be interesting to see the performance of a PWPF modula-
tor compared to the implemented bang-bang controller. A PWPF modulator should in theory

provide more accurate control, but it poses a tuning problem, since it has several tunable pa-
rameters.

The simulations suggest that using reaction wheels as actuators provides a challenge. It would
be interesting to see if control allocation (Fossen, 2002) could be used to obtain better per-
formance. The idea of control allocation is to first compute a torque to be commanded, and
then find the best way to produce that torque using the available actuators. With this approach,
the reaction wheels could be used actively for attitude control, regardless of control method.
Another challenge regarding the reaction wheels is to develop a control algorithm to unload the
reaction wheels, i.e. to slow them down when they reach saturation, in order to use them again.
They cannot provide any torques while spinning at constant speed.

The controllers presented in this thesis are shown to bring the spacecraft’s attitude to the error
quaternionq; = [1, 0, 0, O]T which is a stable equilibrium point of the system. The error
quaternionqs = [—1, 0, 0, O]T represents an unstable equilibrium point, but from the defi-
nition of unit quaternions, it is clear thét represents the same attitudedas It would be
interesting to design controllers in such a way that both of these equilibrium points are stable.
This is done for underwater vehicles in Fjellstad et. al (1994).

An important assumption of the development of the controllers in this thesis, is that the gravity
gradient of the Earth is the only external disturbance torque which affects the satellite. This
assumption will be violated if the satellite should go into moon orbit, which is the objective
of the ESMO mission, and hence the controllers using system parameters to calculate control
torques will need to be modified. Secondly, other disturbance torques may become significant
for a satellite far from the Earth. This should be investigated for the ESMO mission.
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Appendix A
Mathematical appendix

A.1 Calculus

A.1.1 Definitions

Definition A.1. A scalar functionV (x) wherex € R" is said to be positive definite if:

V(x)>0,Vx#0 (A.1a)
Vx)=0&x=0 (A.1b)

If —V (x) is positive definite, thef” (x) is negative definite.

Definition A.2. A scalar functionl” (x) wherex € R" is said to be positive semidefinite if:

V(x) >0, Vx#0 (A.2a)
V(x)=0ex=0 (A.2b)

If —V (x) is positive semidefinite, thewi (x) is negative semidefinite.
Definition A.3. A real square matrix is symmetric ifA = A”.

Definition A.4. A real square matriA is skew-symmetric ifA = —A”. It has the following
properties:

e The eigenvalues of a real skew-symmetric matrix are all zero.

e If Alisreal, therx’ Ax =0

Definition A.5. A real square symmetric matrix is said to be positive definiteA( > 0) if:

xTAx >0, Vx#0 (A.3a)
xTAx=0&x=0 (A.3b)

A is negative definiteA < 0) if —A is positive definite.
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Definition A.6. A real square symmetric matriX is said to be positive semidefinité (> 0)
if:

xTAx >0, Vx#0 (A.4a)
xITAx=0ex=0 (A.4b)

A is negative semidefinite( < 0) if — A is positive semidefinite.

A.1.2 \Vector and matrix norm properties

The norm||-|| of a vector or matrix is a scalar, a kind of absolute value. There are several
definitions of the vector and matrix norm (Ogata, 1995), but they all have the same properties.
A widely used vector norm is the 2-norm:

1[Iy = v/ {x, %) (A.5)

(-,-) denotes the inner product of a vector. The inner produect ahdy in R™ is given by
(Ogata, 1995):

x,y)=x"y=y"x (A.6)

Note that the inner product is a scalar. The matrix 2-norm is defined by (Weisstein, 2004c):

[Ally = . [Ax]|, (A7)

lIx[l,=1

If A andB are realn x n matrices andk an n-dimensional vector, these properties apply
(Ogata, 1995):

x| =0, Vx#0 (A.8a)
Ix|=0&x=0 (A.8b)

llex|| = |k|||x]|, k is a scalar (A.8¢c)
Ix+yl <[yl (A.8d)
|y < Iyl (A.8e)
|A] = [|AT] (A.8f)
A+ B[ < [|A]+[B] (A.89)
|AB| < ||A]l[|B]] (A.8h)
|Ax|| < ||A]l ||lx]| (Schwartz's inequality) (A.8i)

A.1.3 Matrix inversion

The following formulas for matrix inversion are found in the appendix of Ogata (1999, If
B, C andD are, respectively, an x n, ann x m, andm x n, and andn x m matrix, and
|A| # 0and|S,| # 0 whereS4 = D — CA~'B, we have:
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A B]' [A!'4+A'BS;'CA! —A'BS}! (A9)
C D| -S,'cA! S,! '
Alternatively, if D| # 0 and|Sp| # 0 whereSp = A — BD~!C, we have:
-1 -1 -1 -1
A B] _ Sh 1 —s%j BD (A.10)
C D -D-!CS;' D'CS,'BD!'+D!

A.1.4 Inequalities
Schwartz’s inequality

Schwartz’s inequality can be found in Weisstein (2004a), where it is expressed using the inner
product(-, -) and the real functiong andg:

(F. ) < (f, f) (g, 9) (A.11)

Young’s inequality

Young'’s inequality can be found in Weisstein (2004b). It can be written like this:

P q
LI (A.12a)
P q
L (A.12b)
P 4q
a>0,6>0,p>1 (A.12¢c)
A.2 Theoretical analysis
A.2.1 Positive definiteness oV,
Consider the functio,.
1 1
Ve = —~wicdTeo + ~wiiy (A.13)

2 2
We will now find the conditions for this function to be positive definite. In component form,

V,. can be written as:
1 . . .
V. = —§w8 (7;;[;6%2 + iy [C%Q - 1] + zzcgg) (A.14)

Since thec, is a unit vectore?, + c3, + c3, = 1. Inserting this intd/;. yields:

1 ) ) 1 ) )
Ve = 5“’8 ('Ly —ig) C%Q + 5‘“(2) (Zy — i) 033 (A.15)
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Thus:

by > gy Gy >0, = V. >0 (A.16)

A.2.2 Positive definiteness of/

Consider the functiof;:

V, = %wgcgl% — %wgiz (A.17)

We will now find the conditions for this function to be positive definit§.can be written as:

Vg = ;wg (ixC%3 +iyChs + iz [033 —-1]) (A.18)

The directional cosines are unit vectors, if, + c3; + c3; = 1. Inserting this intd/;, yields:

3 . . 3 _ .
Vo = 5‘”3 (i —12) 6%3 + 5‘*’(2) (Zy ) 033 (A.19)
It is now clear that:
Uy > Uy Iy > 1, = Vg >0 (A.20)
A.2.3 Time derivative of V,
Consider the functioi,:
1 1
V, = ia)TIa; + wITT, AT + iwglsws (A.21)

To calculatel/, we need expressions farandw,. First we will define:

v =&"1d — wow*Icg + &* ALLyw, — wolcy) 1o

) (A.22)
+ wp (CQ)XICQ — wg(CQ)XAIst
From (4.18) we obtain:
O =wo(c) @ —I ' (w+1. — A1) (A.23)
ws=ATI - ATI r + (ATT'A+ I 7, (A.24)

The time derivative o¥/ is given by:

Vi Va V3 Vi
V =oTIo+ 0T Al + I TATO + 0l T, (A.25)
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Note thatlV; has been transposed. Since it is a scalar, transposing it will not change its value.
We will now calculate the time derivativés (i = 1,. .., 4) along the system trajectories:

Vi =TT (wo(ex) @ — I v+ It — J1AT,) (A.26)
Vo =0T ALATI 'y — T ALATI ' + 0T AL (ATTTTA I 7, (A.27)
=o'y "I + 0TI AT, + 0T AT,

A.28
~oTv 4ot —oTAr, ( )

In the last passage, the relatidn= I — ATA7T is used. We see that the sum of these two
become:

Vi+ Vo =woo I(co) @ —oTv+aTr. (A.29)

Continuing with the time derivatives, we have:

Vs = wSTISAT (wo(CQ)XJJ —J W+ I — J_IATa) (A.30)
Vi=w!LATI W — I T, ATI 4 I T (ATTTA + 1Y) 7, (A.31)
= I T AT W — VTT AT 4+ WTTATI AT, + 0l (A.32)

The sum of these two expressions become:

Vs + V4= wongsAT(cQ)XcD + nga (A.33)
Thus:
Vo = woTI(co) @ — 0Tv + @71 + wow! L AT (co)*@ 4+ wl'r, (A.34)
We now calculate:
Ty = —wdT (e2) 10 + Wi (c2) *Teg — wod T (c2)* Al ws (A.35)
= wodTI(co) @ + widT (c2)*Teg + wowl T,AT (cp)* @ (A.36)

Note thatoT&* = 0. Hence:

V., =T + wZTa — wS@T(CQ)XICQ (A.37)

A.2.4 Calculation of Jo
From (4.14) we have expressions fgt, h® andJ. We start by substituting fdi,w,:

B’ =1 (& + Rlwfy) + Ah, — ALAT (& + Rl (A.38)
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SinceJ =1 — AI A7, we get:

B’ = J (& + Riwd;) + AR} (A.39)
Jo =h’ - Ah} — JRYWY, (A.40)

A.2.5 Gain selection for linear controller

We recall that to stabilize the linearized system, the gain matrices had to be chosen in the
following way:

BK, = A, + kol (A.41)
(A, — BK,) <0 (A.42)

The gain matrices will be chosen to be diagonal:

kel 0 0 kwl 0 0
Ki=| 0 ko 0 |, Kyo=| 0 kg O (A.43)
0 0 ke 0 0 kus3

We will start by examining equation (A.41):

8w (iy—iz)+koi.
kiel 0 0 w (iy Ziz) 0lx 0 0
0 i k"2. 0 — O 6&}8 (lx—lz)—‘rko (”Ly—ls) O
ty s k iy —is YT .
0 0 ;1 0 0 2w§ (iy —iz ) +kotz
- =g = ==

1z

(A.44)

The constantyy has its largest value at the spacecraft's perigee altitude. At perigee;
0.0012 = w? = 1.3755 - 1075, The constant; = 4 - 10~°. Choosingky, much larger than
8w§ andi, will make them negligible. This is true becausgi, andi, have the same order
of magnitude. Note that, >> i,. So if we choosey >> max {8w3, is} = is we can
approximate the above matrix equation to:

B0 0 koie 90

x : x koi

0 ’;; 0 |=| 0 = o0 (A.45)
0 0 %= 0 0 ke

1z 1z

This leads to the following choices for the elementdof

k‘d = koiz (A.46a)
kes = koiy (A.46b)
kes = kot (A.46¢)

Secondly, we will look at equation (A.42). We have:
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_ha 0 woliz—iytis)
1z (%3
(A, - BK,) = 0 ez 0 (A.47)
_ wollza—iytia) 0 ks

1z ’L'z

This matrix will be negative definite if the diagonal element¥of are chosen large enough.

A negative definite matrix is a matrix with eigenvalues which have negative real parts. To find
how to choose the elementsKf,, we will compute the eigenvalues of the above matrix. The
characteristic polynomial afA,, — BK,,) is:

_A(iy_is) _ka ( .

det (A, — BK,, — A1) = — b (0122 + [kugin + ku1is] A
z \ly s)tz

+ kot kuws + Wiz — 2wi iy + 2w iy (A.48)
+wiiy — 2wiiyis + whil)
_/\ y — .s - kw
_ Ay =) = R (aX? +bA +¢) (A.49)
i (ly — 0s) 12
The eigenvalues afA, — BK,,) are the solutions with respect xoof:
det (A, —BK, — A1) =0 (A.50)
The first eigenvalue; is given by
—A(ty —is) —ku2 =0 (A.51)
\
ke
P P— (A.52)
Ty — s

where); is negative ifk,2 > 0. The last two eigenvalues are given by the following equation:

AN +bA+c=0 (A.53)
U
_ Jh2 _ 4
Ny = 2 22 ac (A.54)
—b— Vb2 — 14
A3 = 5 ac (A.55)
a

The square root returns a positive real value or an imaginary value, thus the real paris of
negative ifb > 0, sincea > 0. This is ensured ik,; > 0 andk,s > 0. If the square root in the
above expression fox, returns a positive real valugy may get a positive real part. To ensure
that the real part oks is negative, we solve the following equation:
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b > \/b? — dac (A.56)

b’ > b? — dac (A.57)
4
c>0 (A.58)
y
kwthus > wi (2iziy + 2iyiz — i2 — 200 — iy — i2) (A.59)
Y
ko kg > w2 (iz 26, — 2ig — 2] — [iy — im}z) (A.60)

T

A.2.6 Solutiontoc, = [o, V12, \/1/2}  Canyy = 0

From the definition ot3 in (3.8) applied to the rotation matrix in Euler angles (3.16), we can
T

obtain an equation set to solve. In Euler anglgs+= [O, V1/2, \/1/2} is written:

ssop + cipepsd = 0 (A.61a)
—cthso + sOspep = /1/2 (A.61b)
chep =+/1/2 (A.61c)

The second equation igacgo = 0 = co9 = 0 0r ¢z = 0. Thus:

chep + spsts =0 (A.62a)
or

chsp =0 (A.62b)

We must now solve the equation set consisting of (A.61) and (A.62a), and the set containing
(A.61) and (A.62b). The first set has no solutions. The equation set (A.61c) and (A.62b) has 4
solutions, and all of these solutions satisfy (A.61). These solutions are given below.

¢ 0 0 m s
H _ { M | {m] , {%/4] , {%/4] } e
WP /2 —m/2 —7/2 /2

These solutions can be converted to quaternions in MATLAB/SIMULINK. The results are
shown in figure A.1 wherey = [n, €1, €, eg]T. Note that it should be possible to solve the

T
equationcg = [O, V1/2, \/1/2} directly in quaternions using the quaternion expression for
c3, but the author was not successful in finding a real solution.
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(R
[0; piddk; pirz] |————m| Eulzuat ] L L 02706

Solution 1 MNormalize 06533

Euler Angles to Quatarnions1

[ -pidd; -pif2] J=| EulZQuat |

Quaternion 1
0.5533
02706
0. 2706
0565332

Solution 2 . Normalizez
Euler Angles to Quaternionsz2

Quaternion 2

02706
[pi; 3 pifd -pid2] | EulZluat SR 2 ToTOE

Solution 2 Mormalizes -0.6533

Euler Angles to Quaternionss

ommn A o Ty
[pi; -3"piid; pid2] |————m{ EulZQuat L L 02706
Solution g Mormalized 06533

Eular Angles to Quaternionsd

Quaternion 4

Figure A.1: Conversion of solutions to quaternions

A.2.7 Convergence of sliding manifold

Consider this sliding manifold, wheil2 > 0:

s=w+ Pe (A.64)
We will now show that whes = 0, € and& converge to zero. This proof can be found in Fu et
al. (1999). Whers = 0, we get:
w=—P¢ (A.65)

Thus, the equations describing the motion on the manifold 0 are given by the above
expression inserted into (3.37):

1

n= §~TP5 (A.66a)
€= —% [l + (6)*] Pe (A.66b)

To show convergence we will use Lyapunov analysis. Choosing the LFC
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V. =éle, (A.67)

the time derivativé/, is given by:

V. = —ie' Pé (A.68)

Sinceq? + é7'¢ = 1, i has two possible values whenevgr 0, i.e. a positive value and
a negative value. If we choose the positive valiiayill remain positive since; is positive.
Hence,V < 0if ¢ # 0. Thus,é — 0 = 77 — 1. If 7 = 0 we cannot conclude, but since
the equilibrium points of the kinematic equations are givemby +1 andé = 0, the system
will not stay in this state. This means thawvill not remain equal to zero, and thus the above
conclusions apply. From (A.65), we see that: 0 = & — 0. Hence, we have convergence to
the origin for the states on the sliding manifale= 0.

A.2.8 Parameter error terms

The error of a parameter is defined to beAa = « — &. We will now apply this notation in
calculating several parameter error terms:

. . A.69a
— (hb)x(:u + (hb)xwocg ( )
— <(hb)>< _ (l',‘lb)x) o

R (A.69Db)

— ((hb XwO — (hb) wo) C2
= (Ah®)*@ — (A(hPwp))cy (A.69¢)
gwgcglc;; — gwgcgic;; = gcép (w%I - c&%i) c3 (A.70a)
= gchA(wgl)c3 (A.70b)
WOJ(CQ)XC:J - O:)()j(CQ)X(.:) = A(WUJ)(CQ>XQ~J (A.71)

1 - ax ~  La o ax1 ~ 1 - ax] ~
5IP [71+ (6)*] @ — 5P 71+ ()] = FAIP 71+ (6)] @ (A.72)

A.2.9 Stability of local PD controller

Consider the LFC used to derive Lyapunov controller 1 and its time derivative along the system
trajectories:
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V =V, + 2k (1 —7) (A.73)

V=0T 4 wlr, — T (c2)*Iey + 3wia™ (c3)*Tes + kiole (A.74)

wherek; is a positive constant. The local PD controller is given by

Te = —k1€ — k,w (A.75a)
=0 (A.75b)

wherek,, is a positive constant. Thus:

V = —ko@Tw — waT (cz)*Icy + 3w (c3)*Ies (A.76)

We will now take a closer look at the following terms:

—wdaT (co)Tey = wick T(cy) @

) b ) (A.77)
< wp [ (e2) “[[[[T[|f|&]| |2l
Bwi! (cs)*Tes < 3will(ca)* [Tl I@|l]|esll (A.78)
Applying Young's inequality (A.12) ofi®||||c;|| with p = 2, we obtain:
B Lo 1
lollleall < 5 { 2010l” + 5 llesll (A.79)
The vector norms are given by the 2-norm defined in (A.5), thus:
o) = oTw (A.80)
lcill? = cle; (A.81)
It is possible to use these results to define an upper bouiié on
. T .1
V <~k e T (7 + fllcal?)
) (A.82)
+ 38l ) (&7 + )
V' < — (ko — I [l (e2) |l + 3ll(ea)*[|]) @@ 83
1 .
+ b 1Tl [li(e2) *[lllea]|* + 3ll(ca)* | lles]|”]
V<= (k=)0 + G (A.84)

Because; is a unit vector, andy andI are constantg; and¢, are bounded. Hence, choosing
k. > ¢ will ensure that the quadratic termdnis negative whew # 0. However, the presence
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of (o, makes sure that the system is not asymptotically stable. We will now calcylated (-
for ESEO using the 2-norms for vectors and matrices:

wo = 0.0012 = w2 = 1.3755 - 107° (A.85)

|T]| = 4.3500 (A.86)

[eill =1 (A.87)

[(ci)*[l = (A.88)
U

¢l =2.3934 x 107 (A.89)

(o = 5.9835 x 107¢ (A.90)

We see that in ESEQ’s cageis close to zero. Thug < 0 for large values ofo, but wheno
gets very close to zerd] > 0. Hencew never converges to the origin, but stays close to it.
This means that the system is stable. For the rest of the analysis we will assugiesth@in
order to investigate what happensttdHence, (4.18) becomes:

0 = —wi(c2)*Ico + wo(ca)* Alws + 3wd(c3)*Tes — kyé (A.91)

As in section 4.2.2k; must be chosen large enough to makihe only possible solution.
Rewriting this equation on component form for ESEO, yields:

k1€ = wi (iy — iz) (cazcsa — 3c23cs3) — WoCa2isws (A.92a)
k1Ey = Wi (iz — ix) (c12¢32 — 3ci3033) (A.92b)
k‘lgg = u}(2) (’LI — iy) (612022 — 3613623) + wpC12lsWs (A92C)

In this situation, the largest possible right hand side depends on the wheels@nd will

be at its maximum whews is at its maximum, i.ews; = o. For ESEO (A.92a) will have the
largest right hand side, becausg —i.) > (i, —i,). (A.92b) has the smallest since it does
not depend on the wheel spin. The maximum value of (A.92a) is:

3 9

ki€ = ~ 5% (1y — 12) — woC32is0 (A.93)
—%wg (iy —i,) = —1.3886-107° (A.94)
WoC32is0 = —2.9683 - 107° (A.95)
Y
k& = —3.1072-107° (A.96)

We see that the term from the wheel spin is approximately ten times larger than the other term.
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This maximum value is obtained when:

C13 0

C3 = |Co3| = 1/2 (A97a)
_033_ L 1/2
-612- 0

Cy = |C22| = 0 (A97b)
| c32] 11

This equation set has no solutions. Since the term from the wheel spin is much larger than the
other, we will assume that the other term can be neglected. Thus the largest right hand side of
(A.92a) is:

k1&1 ~ wocsaiso = —2.9683 x 107° (A.98)

C12 0
Co = [C22| = (A99)
L?J H

From the definition of the directional cosines (3.8) applied to the rotation matrix in Euler angles
(3.16), this equation set can be written:

This value is obtained when:

—sycl + cpshsp =0 (A.100a)
cpep + spsbsy =0 (A.100b)
clsp =1 (A.100c)

Four solutions satisfy these equations:

G- L[] e

Figure A.2 shows these solutions converted to unit quaternions in MATLAB/SIMULINK. The
smallest negative nonzero solution fgris:

& = —0.7071 (A.102)

Inserting this into (A.98) yields an expression far.

klgl =~ w0032isa (A103)
\
ki~ 4.1979-107° (A.104)
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Since we have used an estimate for the largest possible right hand side of (A.92a), we should
choosek; >> 4.1979 x 107 to ensure that = 0 is the only solution of (A.91). To conclude,

we have shown that with this choice kf, ¢ — 0 whenw — 0. However,w only gets close

to the origin. This means thatwill approach the origin, but never reach it. This is shown in
figure A.3, where the command torques are continuous instead of being thruster pulses. The
Euler angles converge close to the desired value, but do not reach it.

"]
Solution 1 Mormalized :l

Euler Angles to Quatarnions

¥

[pif2; 0; 0;] P EulzCuat Y

Quaternion 1

4.33e-017

t
itz 0: pi] ——— | Eulzouat I L Tr07

Solution 2 MNarmalizez 0. roar
Euler Angles to Quaternions2

Quaternion 2

4.33e-017

-4 33e-017

[pif2; pi; 0] ————— EulZQuat Y Ly o707

Solution 3 Mormalize2 0.7071

Euler Angles to Quaternions3

Quaternion 2

-0.707F

1 -0.707 A1

[-pis2; pi; pii] ™ Eul:Llua L R Ll G.163e-033

Solutiend Norm alized FEEDe0T7
Euler Angles to Quaternionsd

Quaternion 4

Figure A.2:cq-solutions in quaternions



Mathematical appendix 75

30.01 . . . . . . ' . .
— ¢
30.008 - — 8 N~

30.006 — - Ref [

30.004

30.002

a0 e

Euler angle (=)

259,938

25995

29.594

25992

29 I IN I I 1 I I
G50 700 Ys0 800 850 200 950 1000

Time ()

.99 L L
500 550 BOO

Figure A.3: Convergence of local PD controller with continuous command torques



Appendix B
Simulation plots

This appendix contains all the plots from the simulations. Figure B.1 to B.4 show the plots
from the step simulation with ideal conditions. The results from the simulation with large

initial angular velocity is presented in figure B.5 to B.8. Figure B.9 shows the plots from the

step simulation with inertia uncertainty, and figure B.10 to B.13 present the results from the
step simulation with added white noise.
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Appendix C

Maple and MATLAB/SIMULINK
Input

This appendix contains Maple calculations, MATLAB code and SIMULINK diagrams. It starts
with a Maple calculation which results in the linearized model of (4.9) found in (4.11) and
(4.12). The MATLAB code which follows is the contentsinit.m where simulator parameters

are initialized. The appendix ends with three SIMULINK diagrams, where the simulator is
presented. In the SIMULINK diagram call&IMULATOR an orbit propagator is present. Itis
used to simulate an elliptical orbit, and has been developed by Hegrenaes (2004). However, in
this thesis a circular orbit has been assumed. Hence the orbit propagator is not used. The details
of the controller block irSIMULATORIs presented in the diagraBONTROLLERIt is in this

block that the various controllers are plugged inCANTROLLERhe sliding mode controller

is inserted. The last diagram shows the blocks for the controllers and thruster controllers. In the
accompanying CD, the simulator is located in thedideosystem.mdW\ote thatinit.m must be

run before running the simulator. The fiBontrollersAndModulation.mdlontains the various
controllers and thruster controllers.



[> restart;

[MATHEMATICAL MODEL
X
b = 0
0
-> A:=Vector(1l..3,[0,1,0]1);
A
> J:=Ib-A*Is.Transpose(A) ;
[ ix
J:= 0
0

> wbob:=Vector (1l..3, [wl,w2,w3]);

> eo:=Vector(l..3, [el,e2,e3]);

Rbo =

> c2:=Column (Rbo, 2) ;

eo .

wbob =

0
iy

0

wl

w2

w3

el

e2

e3

0

0

iz

iz

> Rbo:=Matrix (3,3, [[1-2*(e272 + e372),2* (el*e2
e2*n)], [2* (el*e2 + e3*n),1l-2*(el”2 + e372),2*(e2*%e3 - el*n)], [2* (el*e3
- e2*n),2* (e2*e3 + el*n),1l-2*(el”2 + e272)11);

2 2
1-2e2 -2e3 2ele2-2e3n
2 2
2ele2+2e3n 1-2el -2e3

| 2ele3-2e2n 2e2e3+2eln

> with(LinearAlgebra) : Ib:=Matrix (3,3, [[ix,0,0],[0,iy,0],([0,0,iz]l]);

- e3*n),2* (el*e3 +

2ele3+2e2n

2e2e3-2eln

2 2
1-2el -2e2 |



>

>

\ v

\

\Y

\

_II_II_IIV_II_II_II_II

\

[ 2ele2-2e3n ]

2 2
1-2el -2e3

2e2e3+2eln

c3:=Column (Rbo, 3) ;

Dele3+2e2n)

c3:=| 2e2e3-2eln

2 2
1-2el -2¢2

> wbib:=wbob-w0*c2;

wl-w0 Q2 el e2-2e3n) ]

b= 2 2
WhIb =l w0 (1-2el -2e3)

w3 -wl0 (2 e2e3+2eln)

Jinv:=MatrixInverse (J) ;

1
- 0 0
ix
. 1
Jinv:=| o 0
iy-Is
1
0 0 —
- iZ_
tau:=Vector(1l..3,symbol=t) ;
h
T.= 6
&}
taua:=ta;
taua = ta

fhi:=Jinv. (-CrossProduct (wbib, (Ib.wbib+A*Is*ws))) :
fht:=Jinv.tau-Jinv.A*taua:

fhg:=Jinv. (3*w0”*2*CrossProduct (c3,Ib.c3)):
dotc2:=-CrossProduct (wbob, c2) :

fha:=dotc2* (w0) :

dotwbob:=fhi+fha+fhg+fht:

fsi:=Transpose(A) .Jinv. (CrossProduct (wbib, (Ib.wbib+A*Is*ws))) :



fst:=-Transpose (A) .Jinv.tau + (Transpose(A).Jinv.A + 1/Is)*taua:

\

fsg:=-Transpose (A) .Jinv. (3*w0"2*CrossProduct (c3,Ib.c3)):

\%

dotws:=fsi+fst+fsg:

II_IIV_II_IF

> Ml:=Matrix(3,3,shape=identity):;
1 0 0

Ml = 0 1 0

0 0 1

dote:=1/2* (n*M1l.wbob+CrossProduct (eo,wbob) ) :

\

dotn:=-1/2*Transpose (eo) .wbob:
LINEARIZATION OF MODEL

> sysvector:=Vector(l..8, [dotwbob[1l],6dotwbob[2],dotwbob[3],dotws,dotn, do
te[l] ,dote[2] ,dote[3]1]):

II_IIV_II_II

> with(VectorCalculus) :jacobisys:=Jacobian(sysvector, [wl,w2,w3,ws,n,el, e
2,e3]):

Warning, the names &x, CrossProduct and DotProduct have been rebound

Warning, the assigned names <,> and <|> now have a global binding

Warning, these protected names have been redefined and unprotected: *,
+, ., D, Vector, diff, int, limit, series

> jacobiinput:=Jacobian(sysvector, [tau[l], taul2],taul[3],ta]l):

1 11T

> n:=1l: el:=0: e2:=0: e3:=0: wl:=0: w2:=0: w3:=0: ws:=0:
> A sys := eval(simplify(jacobisys));

-w0 iz + iy w0 - ix w0 2wﬂ(4w0z-4Wwﬂ)00}

, 0,0,
X X
B _ . + .
0’0’0’0’0’0’_2w0(31xw0 3w012)’0}’
iy-1Is

A sys = [O,Q-

,0,0,0,0,0,0,
iz iz

[ w0 iz + iy w0 - ix w0 2w0@wW-Uw®}

A N .
O’0’0’0’0’0’214/0(3l.xw0 3w02{0

1
} b [0’ 0’ 0’ 0’ 0’ 0’ 0’ 0]9{ - 0) 0) O) O) O) O) 0} b
iy-1Is 2

0719 07 07 07 0’ 0’0 2

0,0, l, 0,0,0,0,0
2

> B sys := eval(simplify(jacobiinput));




F -
— 0 0 0
ix
1 1
0 0 -
iy-1Is iy-1Is
1
0 0 — 0
iz
B sys = . _
0o - o 2
iy-1Is (iy-Is) Is
0 0 0 0
0 0 0 0
0 0 0 0
L 0 0 0 0 |
[LINEAR CONTROL
> A W :=

Matrix ([ [A sys[1,1],A sys[l1l,2],A sysl[1l,3]],[A sysl[2,1],A sysl[2,2],A sy
s[2,3]], [A_sys[3,1],A sysl3,2],A _sys[3,3]1]1]1);

0 0 _-w0 iz+iyw0-ixw0-

X
A_W = 0 0 0

-w0 iz + iy w0 - ix w0

iz

> A e :=
Matrix ([[A sys[1,6],A sys[1,7],A sys[1,8]],[A sys[2,6],A sys[2,7],A sy
s[2,8]1],[A sys[3,6],A sysl[3,7],A sys[3,8]11);

2 4 iz -4
) w0 (4 w0 iz - 4 iy w0) 0 0

ix

2w0 (-3 ixw0 + 3 w0 iz)

iy-1Is

2 w0 (iy w0 - ix w0)

1z

> K e := Matrix([[kel,0,0],[0,ke2,0],[0,0,ke3]]);



Ke=| o ke2 0
i 0 0 ke3_
> Kw := Matrix([[kwl,0,0], [0,kw2,0],[0,0,kw3]]);
[ kwl 0 0 |
Kw:=1 9 kw2 0
i 0 0 kw3_
> B w := Matrix([[B sys[1,1..3]],I[B sys[2,1..3]],I[B sys([3,1..3111]);
o Z
— 0 0
X
B w=| o ! 0
iy-1Is
1
0 0 —
> B w.K e;
ol _
rer 0 0
X
ke2
0 0
iy-1Is
ke3
0 0 R

> simplify (A e+M1*kO) ;

2 2 2 2
8wl iz+ 8wl iy+k0ix0 0 0 6wl ix-6w0 iz+k0iy-kOIs 0
ix b 2 b b l'y_]S 9 2

2 2
2w0 iy-2w0 ix+ k0 iz
0,0,

iz

> simplify (A w - B w.K w);




i kwl 0 w0 (iz - iy + ix)_
x X
kw2
0 - 0
iy-1Is
w0 (iz - iy + ix) 0 kw3
i iz iz |

[Characteristic polynomial

> Determinant (simplify(A w - B w.K w - lambda.Ml));

1 2 2 2 2
e (Miy-MNIs+kw2) (A ixiz+ N ixkw3 +kwl Niz+kwl kw3 +w0 iz -2 w0 iz iy
ix(iy-1Is) iz
2 2 2 2 2 2
+2w0 izix+w0 iy -2w0 iyix+w0 ix))

|:>
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init.m

Initialization of different parameters used in Simulink

o o° o o o o° o° o o
L T T R

*
*
*
Author: Oeyvind Hegrenaes and Morten Topland, NTNU 2004 *
*
*
*
*

EEEEEE SRS EE SR SRR SR SR SRS R R R R SRS EE SRR EE SRR R REEEEREEEEEEREEEEEEEEEEES

% Earth Parameters by means of WGS84

mu = 398600.5; % [km*3/s8"2]

re = 6378137e-3; % Equatorial Radius of the Earth [km]
f = 1/298.257223563; % Flattering of Earth ellipsoid
rp = re - f*re; % Polar Radius of the Earth [km]

% Orbit parameters for circular orbit
ra = 250; % Spacecraft altitude at perigee [km]

rc (re + rp)/2 + ra; % Distance from Earth center to spacecraft [km]
wO

)

sqgrt (mu/rc”3); % Angular velocity of orbit frame about y axis.

% SSETI/ESEO Parameters
ix=4.35; 1 y =4.337; i z = 3.664; % AOCS document 02.04.2004 states: 1 x = 4.35; i vy
= 4.337; 1 _z = 3.664

Ib hat = [i x 0 0; 0 i y 0; 0 O i_z;]; % Nominal inertia matrix

Ib = 1.2*Ib hat; % Actual inertia matrix

a vec = [0 1 0]'; % Normalized axis of relative rotation (reaction wheel)
A = a_vec;

B=[100; 00O0; 001;];

Is hat = 4.0e-5; % Nominal moment of inertia of the wheel about a_vec [kg m"2]
Is = 1.2*Is _hat; % Actual wheel inertia

J = Ib - A*Is*A'; % Inertialike matrix

J _hat = Ib _hat - A*Is _hat*A'; % Nominal inertialike matrix

% Saturation in ACS [Nm]

Tau_thrust nom = [0.0484, 0.0484, 0.0398]'; % Nominal values from PROP document 24.02.200
4 [Nm]
Tau_thrust min = [0.0306, 0.0306, 0.0252]'; % Minimum values from PROP document 24.02.200
4 [Nm]

[)

% Reaction wheel

Tau rw max = 3.7e-3; % Maximum motor torque from AOCS document 04.11.2003 [Nm]

w_s max = 5035*2*pi/60; % Maximum angular velocity (5035 rpm) from AOCS document 04.11.20
03 [rad/s]

% Pulse-Width Pulse-Frequency Modulator

Kp = 1; % Song and Agrawal (2000) recommends 1 < Kp < 2

Km = 1; % Song and Agrawal (2000) recommends 1 < Km < 6

Tm = 0.5; % Song and Agrawal (2000) recommends 0.4 < Tm < 0.6

Uon = 0.4; % Song and Agrawal (2000) recommends 0.3 < Uon

Uoff = 0.1*Uon; % Song and Agrawal (2000) recommends Uoff < 0.8*Uon
% Schmitt trigger parameters
Son = 0.002;

Soff = 0.2*Son;

[)

% Bangbang control parameter: Dead Zone

v

v

"4
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dz = 0.001;
% Excellent accuracy when dz = 0.001.

o\

Noise simulation: Good performance for Lyapunov controllers when dz

0.006. PD controller and Sliding Mode controller performs well at dz
0.007 and dz = 0.01 respectively.

o\

o\

whos
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Appendix D
Conference and Workshop Documents

This appendix contains a presentation of the SSETI ESMO ADCS team for the Space Tech-
nology Education Conference (STEC), a presentation of this team’s work for the SSETI ESEO
Workshop VII, and an article which summarizes this thesis. The article will be presented on the
55th International Astronautical Congress in Vancouver, which is held from the 4th to the 8th
of October this year. STEC was held from the 14th to the 16th of April 2004. ESEO Workshop
VIl took place from the 10th to the 14th of May 2004.



NORWEGIAN UNIVERSITY OF SCIENCE AND TECHNOLOGY (NTNU)
AND NARVIK UNIVERSITY COLLEGE (HIN)

Attitude Determination and Control System for the European Student Moon
Orbiter

Abstract: This SSETI chapter is based in Trondheim and Narvik in Norway. It is responsible for
the Attitude Determination and Control System (ADCS) for the European Student Moon Orbiter
(ESMO). This work starts with a case study of the European Student Earth Orbiter (ESEO), in
order to investigate to what extent the ADCS can be reused for the ESMO. Focus will also be on
stability analysis of the ADCS.

Case study of ESEO

The ESMO ADCS team started their work in
January 2004, as the first ESMO team. More
ESMO teams will be recruited for fall 2004.
This spring, the team is working on a case
study of ESEO. The main objectives are
mathematical modeling of the satellite and its
actuators (thrusters and reaction wheel),
stability analysis, orbital maneuvering and
attitude control. The latter includes several
control schemes, including linear and
nonlinear control, as well as model predictive
control (i.e. design of control laws to minimize
power and fuel consumption). Finally, the
closed-loop system will be extensively The Moon
simulated in MATLAB and Simulink.

Some of this work has already been completed ~ Contact: Morten Topland (NTNU)

by the ESEO AOCS team. This way, the (topland@stud.ntnu.no)
ESMO ADCS team can learn from them, and Joeran Antonsen (HiN)
in return help them in areas where the ESEO (Joraanto@student.hin.no)

AOCS team may have problems.
Future work

When the case study is finished, the ESMO
ADCS team will start to work on the ADCS
for ESMO.



Norwegian University of e —

Science and Technology

*Located in Trondheim, 3rd largest town in Norway,
63° North

*40 000 applicants each year - 5 500 are admitted
*20 000 registered students

*2 500 degrees awarded each year

*200 PhD degrees awarded each year

*One person in six in Trondheim is a student

ESMO ADCS - Norway

Dynamics in angular velocity:
wb «——  Angular velocity of ESEQ in reference to Earth
A 1[— (bb] (1.;-5?{, | AISJ_-S) | .—c] — T lAn,
De— ATy [— (<h) (Teh+ Al 4 }
FIATT A I

J 11— ALAT

Ta = Te + T

/ AN
Thruster Gravity
torque torque

ESMO ADCS - Norway

ESEO mathematical model

- Lrop
Kinematics: ! 2" e Orientation (in
é %[”1 e ]W.gb quaternions)
n’ ].;-?b F Alsws Angular
i I LATW + Tews momenta for
Dynamics: Kt (WY Ll 4 satellite body
(W% b, + .
e _ and reaction
Ta

wheel

ESMO ADCS - Norway

Attitude control

Control objective: ¢ — (0 «—— Orientation (quaternion) error

& — 0 +=— Angular velocity error

Controllers: -Linear Quadratic Control (LQR)
*Explicit Model Predictive Control (eMPC)
*Nonlinear Control

*PD Control (no mathematical proof for
nonlinear system model)

ESMO ADCS - Norway

Nonlinear controller

Applying Lyapunov stability analysis, the
following controller has been found:
T I o
Az = ki 1 Fy (.;hb;.- | Jupley) -).;-7.;116;. ‘woCa
k+ ks = a

ko + ky =0

Restriction:

ipy iy > i

ESMO ADCS - Norway

SIMULINK simulation

«Inital spin of 1 degree/sec about all axes
*Change of desired attitude after 300 sec

*A bangbang controller with deadzone
generates thruster pulses:

S .
: ‘ E System
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ESMO ADCS - Norway
Recruitment

*Morten and Oeyvind finish their
studies at NTNU in June.

*But next year 5 new students will join
ESMO ADCS in Trondheim.

*And work on ESMO will finally begin!
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NONLINEAR ATTITUDE CONTROL OF THE
MICRO-SATELLITE ESEO

Morten Pedersen Topland and Jan Tommy Gravdahl

Department of Engineering Cybernetics and
Norwegian University of Science and Technology
N-7491 TRONDHEIM
NORWAY

July 1, 2004

Abstract 1.2 Previous work

A standard reference on spacecraft dynamics is [3].
In this paper, attitude control of a spacecraft usirfgoncerning attitude control of spacecraft, [4] describe
thrusters and reaction wheels as actuators is studied. lignlinear attitude control for a spacecraft with thrusters
earization and Lyapunov theory is used to derive two lignd an arbitrary number of reaction wheels, where the
ear and four nonlinear controllers. Three of the nonlifrodified Rodrigues parameters are used to describe the
ear controllers rely on cancellation of system nonlinea#ititude of the spacecraft. The use of Euler parameters or
ties, while the fourth is a sliding mode controller. By rednit quaternions in attitude control problems, is studied
stricting the spacecraft inertia, simpler controllers can bg [5], but the results are applied to underwater vehicles.
found. Several controllers are compared in simulatior’s.nonlinear sliding mode controller is proposed by [6].
The simulations use data from the micro-satellite, Eurgibration suppression during attitude control for flexible
pean Student Earth orbiter (ESEQ). spacecraft is studied in [7], where various methods of

transforming a continuous input torque to thruster torque

pulses is presented.

At the Norwegian University of Science and Tech-
1 INTRODUCTION nology (NTNU), [8], [9] and others have studied attitude
control of satellites with magnetic coils and reaction
wheels as actuators. Their results are part of the foun-
1.1 Background dation of the NCUBE projects, where pico-satellites
are launched into Earth orbit. For more information on

. . . NCUBE, see [10] and [11].
The micro-satellite ESEO is part of the Student Space

Exploration and Technology Initiative (SSETI), which is

a project supported by the Education Office of the E MODELING

ropean Space Agency (ESA). Students from ten differ-

ent European countries participate in SSETI, and m

information on SSETI can be found in [1]. SSETI gzel Reference frames

also planning a satellite which will orbit the moon, th&o analyze the motion of a satellite, it is necessary to de-
European Student Moon Orbiter (ESMO). Work on thine reference frames, which this motion is relative to.
satellite is about to begin, and the first student team These frames are the same as those used by [12] and [9].
be recruited was the ESMO Attitude Determination and The Earth Centered Inertial (ECI) frame denotedF;,
Control System (ADCS) team. This Norwegian team &nd has its origin at the center of the earth. Its unit vectors
based at the Norwegian University of Science and Tedrex;, y;, z;, Wherez; is directed along the Earth’s rota-
nology (NTNU) in Trondheim and Narvik University Col-tion axis. This frame is non-accelerated, that is inertial,
lege (HiN) in Narvik. The first task of the ESMO ADCSwhich means that the laws of Newton apply.

team was to do a case study of ESEO. The work presented@he Earth Centered Earth Fixed (ECEF) fransede-

in this article is part of this study, and its contents is basadted ., and has the same origin &. HoweverF,

on [2]. rotates relative taF; with a constant angular velocity



we = 7.2921 - 10~° rad/s. This is the same as the angular The cross product operator is defined by:
velocity of the Earth about its rotation axis. The unit vec-
tors of 7, arex., y., z., Wherez, is directed along the
Earth’s rotation axis. 0 —w: wy W

The Orbit (O) framedenotedF,, is located atthecen- V" = | w. 0 —w, |, w=| wy (5)
ter of mass of the satellite, with the unit vectars vy, Wy Wo 0 Wz
andz,. z, points towards the center of the Earth, whilg o . . .
points in the traveling direction of the satellite, tangent to |t can be shown that a similar relation exists for the di-
the orbit.y, is found using the right hand rule. rectional cosines:

The Body (B) framedenoted#;, has its origin at the
center of mass of the satellite. This frame is fixed to the ) < b
satellite body. Its unit vectors,, v, and z, are usually ¢ = (¢;) wyy (6)
chosen to coincide with the spacecraft’s principal axes of . . .
inertia. This simplifies the spacecraft's equations of mo- "€ Euler parameters, also called unit quaternions, give

tion. Rotations about;, v, and z, are calledroll, pitch & representation of the rotation matrix without singulari-
andyawrespectively. ' ' ties. These parameters will be used in this paper.

Definition 3 The Euler parameters are defined in terms
2.2 Kinematics of the angle-axis parameters, and are given by the scalar

o _ o _ n and the vectoe. In coordinate form this is written
Definition 1 A rotation matrixis a matrixR € SO(3),

defined by
0
n = cos5 (7
SOB)={RIReR*>*3 RTR=1,detR=1 1
( ) { ‘ € ) ! € }7 ( ) € = [61’ €9, 63]T :ks|ng (8)

where1 is the identity matrix andSO(3) is the spe- ) . )
cial orthogonal group of order three. The rotation matrix Wherek is a unit vector. The Euler parameters satisfy
transforms a coordinate vector from one reference frartee following property:
to another, for instance the matrR? transformsv® into
b. b b0
v’ v? = R2vO.
© n+ele=1 9)
The rotation matrix can be parameterized as The rotation matrixRy, from (2) can now be ex-
pressed in Euler parameters as:

Ry = cosf 1 +k*sinf +kk” (1 —cosh), (2

. : . . . Rio =Ry =1+ 2" +2(X)? 10
wherek is an arbitrary unit vector in an arbitrary refer- k. g amen A+ (E ) (10)
ence frame, and the anglerepresents the rotation about ag shown in [13], the kinematic differential equations

k. The parameterk and( are known agngle-axis pa- i, yeference toF, andF, in Euler parameters are given
rameters Such a rotation is called aimple rotation

The elements of a rotation matdX are called directional ~
cosines, and can be arranged into column vectors:

1
n= _iengb (11a)
R = Jci, co, C 3 1
le1. €2, el ) é= 3 [+l (11b)

In fact, these vectors are unit vectors, heng?ei =
1. A composite rotation is represented by the product of The actual attitude of a spacecraft is given by the ro-
two rotation matrices. The rotation froff; to , can be tation matrixR = R?. Let F, be a desired orientation,
expressed aR? = RYRY. represented bR, = R¢. This means that we warf, to
coincide withF,, thatisR = R4. In [5] the attitude error
Definition 2 The angular velocity vector of, relative to R is defined as

Fy, written in 7, is defined by the corresponding rotation

matrix, and its time derivative: - L T
R=R, R=R;R (12)

(wgo) O R’ (Rg)T (4a) ~ When the attitude error is zero, then= 1. When us-
b ing unit quaternions, [5] has shown that the attitude error
Who = —Wep (4b) differential equations becomes



In this paper we will assume that the origin 6§ co-
incides with the origin ofF,, and thatF, is oriented

n= _lgT@ (13a) along the principal axes of inertia of the rigid body, which
% implies that the inertia matrix is diagonal, thatlis=
P — [ﬁl Jrgx] o (13b) diag {is, iy, i5}.

wherew is the error in angular velocity. Note that (132.4 Error dynamics
has the same form as (11). The error in angular velo
@ is given in reference to a desired reference frafe
The error is zero whett, and F; have the same angulal
velocity. The angular velocity error is:

Cg\ymathematical model of the error dynamics as a function
Pf the error in angular velocity can be derived from equa-
tions (14) to (19). This results in the following model
where the control objective is to mal®, coincide with

Fo:
W= wgb = wfb - ng?d (14)
b __ ~ b o
This definition is used in [4] and [9]. h’ =1 (0 +Rowj,) + ALuws (20a)
h) = LA" (@ + Rlw?,) + Luw, (20b)
2.3 Dynamical satellite model R = (h?)* (@ + R%w?) + 7, (20c)
In this paper we will use the model of a rigid satellite with }'11; =7, (20d)
N reaction wheels as found in [4]. The dynamics can be
written as J=1-ALA" (20e)
Since we are assuming a circular orbit, we will assume
B = (W")*J'(h® — AL’ 1 that the angular velocityy, = [0, —wo, 0]. Itis shown
. (0737 o) 7 (158) o hat:
h = 7, (15b

whereh? is the system angular momentum, which in J& = woJ(c2)*@ — & I& + we ™ Icy
Fy is given by — % ALLw, + woles)* 1o — wi(ca)*Tes  (21)

+ wo(c2)*Aljws + 7. — AT,
h® = I}, + ALws, (16)

andh? is the N dimensional vector of axial angularz'5 Disturbance torques

momenta of the rotors: There are several external disturbance torques affecting
a spacecraft. In [3] the gravitational torque, the aerody-
namic torque, radiation torques and the magnetic torque
b T b ! ' . X X
hy =LA Wi, + Liws (17)  are studied. The aerodynamic torque is only applicable
The vectos, is  cimensional, represening the w0t Alluces. i i paper, e il uppese fat
ial angular velocities of the rotors relative to the body, .. q : €9 i b g
ational torque. Assuming circular orbit, [3] has shown

while 7. is the 3 dimensional vector of external torqu . . . ; ;
(e.g. thrusters and gravitationy, is the N dimensionalet at the gravity gradient written in the body frarfig is

vector of internal axial torques applied by the rigid body

to the rotors,A is the3 x N matrix containing the axial 7, = 3wy x Les = 3wd(c3)*Ics (22)

vectors of thelV rotors, andl is the angular momentum, g ¢ 0

or inertia matrix, of the system, including the rotors. The wherecs is defined in (3). It transforms the, axis

matrixT, = diag {is1,...,is} iSanN x N diagonal ma- {q the -, axis, and since;, = [0, 0, 1)7 in 7, the unit

trix containing the axial moments of inertia of the rotorgector in 7, corresponding t&, is cs. wo is defined by

The matrixJ is an inertia-like matrix defined as wg = pu/r® wherer, is the orbit radiusy = Gm, =
3.986-10'*Nm? /kg, G is the universal gravitational con-

J=I-ALA" (18) stant andn,, is the mass of the Earth.

and can be interpreted as the inertia matrix of an equi¥:6  Thruster modeling and control
alent system where all the rotors have zero axial moment _ . _
of inertia. The angular velocity?, of the body frame in ESEO will use a reaction wheel and thrusters for atti-

reference to an inertial frame, can be written as tude control. The thrusters are on or off by nature. A
reaction wheel on the other hand can give a continuous
torque. This means that a continuous signal of com-

wh =J 1(h® — And) (19) manded torques must be translated to pulses which decide



whether a thruster should be on or off. We will choose makes the equilibrium of20) globally asymptotically
a bang-bang controller with dead-zone, presented in [Zfable ifi, > i, > 4., whereC > 0 andE > 0 are
where the thrusters are fired if the commanded torquecinstant matrices. An obvious choiceGs= k,1 > 0
greater than a certain threshold value, as illustrated in fapdE = k,1 > 0 wherek,, andk, are constants.

ure 1. Tuning the size of the dead-zone, it is possible to

emphasize fuel consumption by choosing it large, or plag&oof. We choose the following Lyapunov function can-
emphasis on accuracy by having a small dead-zone. didate (LFC)V:

x :
1 —

B 1. .+ 7 I Al | | ©
T & > Thrustar Systam V= 2 [w ’ ws} |:ISAT I, ] |:ws:|

1
— | - iwgczTIcQ + ko (€T€+ 7 — 1]2)

(26)

3 1
+ 5w8c§103 + 5@08 (1y — 3i,)

. . 1 1
Figure 1: Bang-bang controller with dead-zone V= §&TILD +w I, ATO + §wSTIsws

- %wSCQTICQ + 2ko (1 —7) (27)
3 CONTROLLER DESIGN

We will now derive controllers for ESEO, using Lya- .

punov’s direct method and Krasovskii-LaSalle’s theorem, The state vector is

which can be found in [14]. A linear controller based on a T T T
linearized system is presented first. We assume that the Xx= [JJ , Wsy 1], €, C12, €32, C13, 623}
only external torques affecting the satellite are thruster

torquesr, and gravitational torques,, thusr, = 7, +7,. WNereciz, caz, c13 andeyy are the respective components
of the vectorsc; andcs defined in (3). The desired state

vector is

3 1 . .
+ §w803TIC3 + §w§ (iy — 3iz)

3.1 Local PD controller

x_ [n3 aN 3 T
The control law below is based on the linearized model of X = [0 ;» 07,1, 0%.0, 0,0, 0] :

ESEO. The details of the derivation is found in [2]. The first three termsi{,) and the fourth term iV repre-

sents the kinetic energy of the satellite, although it is not

Te = —kJE— k& (23a) equaltoits total kinetic energy. The fifth term comes from
— (23b) the attitude error wherk, is a positive constant. Thg sixth
“ term represents the potential energy of the satellite. The
If the parameters. andk,, satisfy last term is constant in order to makea true Lyapunov

function, that isV > 0 andV (x*) = 0. In fact, V meets
, these requirements only wheép > i, > i, which is
ke >> i (242) shown in [9]. It is shown in [2] that the time derivative of
ko, >0 (24b) V, is given by:

k2 > wi (2 26y — 2ig — is] — [iy — z’mf) (24c) .
) ) ) Vo =0T 7 + wlr, — i (cg)*Tey (28)

it follows that the system (20) is locally asymptotically
stable. The time derivative ol along the trajectories of (20)

thus becomes:
3.2 Global linear controller

We will now analyze how a linear controller can stabilize v =V, — lwgchQ — kol + §wgc3Tj[¢3 (29)
ESEO globally. To do this, we will use Lyapunov analy- 2 2

sis. =7

T 2~T x
Te + Wy Ta — w@” (c2) ™ Ico

Proposition 4 The linear controller + 3wg@” (c3)*Tes — wiey I(cy) @ (30)
+ koo €+ 3wiciI(c3) @

Te = —hoé — Cw (252) Since all the terms are scalars, they can be freely trans-
To = —Ews (25b) posed. Exploiting the fact th&f*)? = —&> we obtain:



3.4 Lyapunov controller 2

V =0T7 + wlr, + kowTeé (31) The preceding controllers do not use the reaction wheels
o ) _ directly as actuators for attitude control. It would be de-
Combining (25) with (31), we get: sirable to use the reaction wheels as actuators in the same

way as the thrusters. This motivates an LFC where we
32) omit w, from the state vector, and treat it as an external

V =-0TC& — wl'Ew, :
‘ signal.

SinceC > 0 andE > 0,V < 0. Thusw — 0 = @ — Proposition 6 The nonlinear control laws
0 andws; — 0 = wy — 0. Hence (21) becomes:

2 X 2 x ~ Te = _ke,lg - Co (38a)
0= —Wy (CQ) ICQ + 3(4)0 (Cg) ICg - koG (33) A’Ta _ k6’2€ + D&
The terms to the right are bounded becausds a T woles)* AL (ATo + w,) (38b)

unit vector and|é|| < 1. Hence there should be a large

enough choice ok, which makest = 0 the only solu- makes the equilibrium of the systefR0) globally
tion, as proposed by [8]. In [2] it is shown that choosingsymptotically stable if, > i, > i, whereC andD are
ko > 5.5432 wi (i, —i.) = € — 0. Thus the equi- constant matrices satisfyin@ + D) > 0, and k. ; and
librium point will be globally asymptotically stable byk, , are constants satisfying. 1 + k.2) > 0. Obvious

Krasovskii-LaSalle’s theorenm choices which ensure this a@ = k,, ;1 andD = k, »1
wherek,, 1 andk,, » are constants antk,, 1 + k., 2) > 0.

3.3 Lyapunov controller 1 Proof. Consider the LFC

In section 3.2 there was a restriction on the inertia matrix

of the satellite. In case such restrictions are not met by a 1l 1 57 -

satellite, we will derive a nonlinear controller which does ¥ = 3% J& = 5woca Iea + 2k2 (1 - 1)

not have these restrictions. 3 51 1., ) (39)
- : + swoes Les + Swp (iy — 3iz)
Proposition 5 The nonlinear controller 2 2

wherek, is a positive constant. The state vector is

TC:—k:lé—Cd; ~T ~ ~T T
9 « 9 « (34a) X = [W » 1, €, C12, C32, C13, 023] )
+ wi(c2)*Iey — 3w (cs) *Ies _ )
and the desired state vector is
Ta = *Ews (34b)

* 3 3 T
makes the equilibrium of20) globally asymptotically x*=[0°%1,0%0,0,0,0]" .
stable, whereC > 0 andE > 0 are constant matrices. AThe first and second term i represents the kinetic en-
possible choice i€ = k,1 > 0 andE = k;1 > 0 where ergy of the satellite, although it is not equal to its total
k. andk, are constants. kinetic energy. The other terms are the same as in the

. . L LFC (26). This means that is a Lyapunov function if
Proof. Consider the following LFC, which is almost the > i, > i.. To calculatel”, we will use (21);

same LFC as (26): by
e 3 9 o
V =V, + 2k (1—17) (35 V=w0'Jo-— SwoC2 I¢co — 2kon + Sw0Cs Ies  (40)
wherek; is a positive constant. The time derivative of V = wo@? I(co)*@ 4 wo™ (c2)* 1
V along the trajectories of (20) is given by: — 257 (e2)*Teo + wodT (c2) ¥ ALw, "
. +o'r, + 0T, —wT AT,
V=0T1. 4 wl'r, — Wi (co)*Icy g

(36) — w2l T(eo) X @ + kowT €+ 3wlclI(es) @
+ 3027 (c3)*Tes + ko T¢ oc2X(c2) ? oes X(es)
Note that several terms have disappeared since

Inserting (34) into (36), we get: »T&* = 0. Transposing several terms we get:
V =-0"Co — wEw, @7 V=wid(c2)* (Io — J& + ALw,) + &7 7. @)
. . ~T ~T ~
SinceC > 0andE > 0,V < 0. Thus® — 0 = & — —w AT, + kow” €
0 andws, — 0 = ws; — 0. Hence (21) becomégé = = woT (cg)* Al (AT@ +ws) +oTr,
0 = € — 0. Thus the system is globally asymptotically (43)

. & ~T ~T=
stable according to the theorem of Krasovskii-LaSaie. — @ AT, + kaw €



Inserting (38) into (43), we get:

V =oTIo — 2ksn (49)
V= (kQ - ke,l - ks,?) (‘DTg - (‘DT (C + D) w (44) V = wOCZJTJ(CQ)X(D + WO(ZJT(CQ)XI(IJ

Note that the control law for, in (38) cancels the — wp@" (e2) Tz + wod ™ (c2) " ALw,
nonlinearities inV. This is only possible if the reaction + 3wiaT (c3)*Tes + oT'7,
wheels are able to give torques about all three axes of ro- _oTAr 4 kT
tation. If this is not the case, the thrusters should be used. a TR

We will get the same result fdr', if we choose to cancel  Transposing the first term, and using the definitiod of
them with7, instead. Choosing; = k.1 + k2, we get: i, (20), we get:

(50)

V=-0T(C+D)o (45) V = wod (e2)* AL (ATG + w;)
) — w2 (eg)*Ieg + 3wid™ (c3) *Ics (51)
Since(C + D) > 0, V < 0. Thus, we have proved I N
thato — 0 = @ — 0. We will now apply Krasovskii- W Te — W ATa T30 €

LaSalle’s theorem. Wheh = & = 0, (21) becomes: Inserting (47) into (51), we get:

0= —wi(ce)Tca + 3wi(cs)*Icy — koé  (46) V=(ks —key — kep)@Té- T (C+ D)o (52)
The constant:, must be chosen large enough to make The control law forr, in (47) cancels the nonlinearities
¢ = 0 the only possible solution to this equation V- We chooseis = ke + ke 2, thus:

Since this is the same equation as (33) chooging>
5.5432 w? (i, — i.) yields a globally asymptotically sta-

.7 ~
ble system according to Krasovskii-LaSalle’s theoramm. V=-0 (C+D)w (53)

Since(C+D) >0,V < 0. Thus® — 0 = & — 0,
3.5 Lyapunov controller 3 and the systemis globally a§ymptotically stable according
to the theorem of Krasovskii-LaSalla
In section 3.4 there is a restriction on the inertia matrix
of thg _satellite. The next controller will not have such g Sliding mode controller
restrictions.
According to [14] sliding mode controllers are robust to
Proposition 7 The nonlinear control laws system parameter uncertainties. Such uncertainties are of-
ten encountered in practice. A good example is change of
a satellite’s inertia when thruster fuel is consumed. We
7, = —keqé— Co (47a) will define the error of a parameterto beAa = a — &

B . . T where the values denoted with a r@t are the best esti-
A7, = ke i + Do+ wo(cy) XAl (A w+ WS) (47D) mates, or nominal values, of the system parameters.
2 X 2 X
- Icy +3 I " -
wo(ez)™ ez + 3wg(ca) " Ics Proposition 8 The sliding mode controller
makes the equilibrium of the systefP0) globally
asymptotically stable, wher€ and D are constant ma-
trices satisfying(C + D) > 0, and k., and k. are
constants satisfyingk. 1 + ke,2) > 0. Obvious choices A, — (h®)* [ + @oca] + §@gcgi(33
which ensure this ar€ = k,, ;1 andD = £k, »1 where 2
k.1 andk, o are constants an¢k,, 1 + k., 2) > 0.

Te = —Tsgn (54a)

+@0d(c2) @ + %jP i+ @xe G4

Proof. We will consider the following LFQ/ whereks + Togn,a
is a positive constant: Bosgn (s2) B w560 (1)
‘| 9 ngn,a - [

Bysgn (Sy) Ba,ysgn (Sy)‘| (54¢)
B.sgn (s.) Ba,=5g0 (s2)

Tsgn =

TR 2ks (1 —17) (48a) _
2 makes the equilibrium of the systefR0) globally

. . asymptotically stable, where
This LFC is almost the same as (39), but two terms are

removed.V becomes: Bi + Bai = 0; + Boi,



Bo.i > 0is a constant and the vectér= [5,, 6,, 6.]"is 4 SIMULATION
given by:
4.1 Numerical values

§ = (AR")*@ — (A(h’wp)) e The inertia matrix of ESEO is given by =

3 . o "~ diag {4.3500, 4.3370, 3.6640}. ESEO has one reaction
50 Alwples + Awod)(e2)"@  (85) \ypeel about ity axis, henceA = [0, 1, 0]”. The wheel

inertia is given byi, = 4 - 107% kgm?, and the max-
imum angular velocity of the reaction wheel is given by
(Ws)maz = 5035 rpm. Table 1 shows the nominal torques
of the thrusters. The altitude is 250 km, which corre-
sponds to ESEQ’s planned elliptical orbit at perigee.

+ %AJP 71+ (6)*] @

The sign functiosgn (-) is defined by:

].7 S; > 0
sgn (s;) = 0, s;,=0 (56) z axis | 0.0484 Nm
-1, s, <0 Y axis 0.0484 Nm
Proof. The first step in sliding mode control is to design zaxis | 0.0398 Nm

a sliding manifold

S = [52, Sy, )T Table 1: ACS nominal torques
and [15] suggest the following manifold whese= 0 im-

lies thaté andw tend to zero. Define .
P n 4.2 Implementation of controllers

s=o+ Pé (57) Since ESEO only has one reaction wheel, the cancella-

tion of system nonlinearities cannot be done with the re-

whereP > 0. We must now design a control law foraction wheel alone. Thus, the control laws are modified
the system states to reach the sliding manifold. Consiggbrder to let the thrusters cancel nonlinearities about the
the LFC x and z-axes, while the reaction wheel takes care of the
y-axis nonlinearities. Regarding the sliding mode con-

vV =sTJs (58) troller, it is d_iscussgad in [14] that such controllers suffer

from chattering. This problem can be solved by replacing

Its time derivative along the trajectories of (20) is givetme sign function with a saturation function, which leads

as: to decreased accuracy:
vV =s" (Jo + IPE) (59) 1, \Sﬁ >
. ~ 3 sat (s4,7) = 0, |sil <~y (64)
V=s" ((hb)X [©@ — woce] + §w3cglcs -1, s <-—v
+7e — AT, +woJ(e2) @ (60) In the implementation of the sliding mode controller,
1 the saturation function is used instead of the sign function,
+§JP [71+ ()] @) and the gaing; and, ; are chosen constant, that is:
Inserting (54) into (60), we get: Bi+ Bai = Boi > 0
V = sT ((AR*)*& — (A(hbwp)) ¢ 4.3 Simulations and results

A simple step simulation is performed, where the satel-

+ 563 Alwgl)es + Alwod)(e2) " & (61) lite has an initial spin. First with ideal conditions, that

1 is no measurement noise and perfect estimates of system
+-AJP [ﬁl + (é)x] W — Tsgn — rsg,b7a> parameters (figure 2 to 5). Then with a 20 % uncertainty
2 on the system inertial parameters, and finally with added
=T (0 — Togn — Tsgn.a) (62) white noise and perfect parameter estimates (figure 6 to

. ) 9). The second simulation results in approximately the
Sincef; + fa,i = di + fo,i, we have: same results as the first, so these plots are not included.
The only difference is a slighlty slower rate of conver-
V < —(Box|5el + Bowy |5y + Boz |52]) (63) gence to the desired attitude. The attitude is presented in
o Euler angles where the three angle# ands give the ro-
Fors # 0,V < 0 = s — 0. Hence, we reach our man+ation about the:, y andz-axes respectively. The desired
ifold s in finite time, and the system is globally asymptoticcuracy ist1°. All Euler angles have the same desired
ically stable.m value.



5 CONCLUSION

[7]

In this paper, a variety of nonlinear controllers are devel-
oped to control the attitude of a spacecraft using thrusters

and reaction wheels as actuators. Note that simpler co

trollers are obtained if the diagonal inertia matrix of the
spacecraft satisfieg > i, > i.. Simulations show that

all controllers obtain a desired accuracy4of® in Euler

angles. Some of the controllers do not use the reaction
wheel actively to control the satellite’s attitude, but they 9]
perform just as well as the others. Whether or not the re[-

action wheel is used actively, the Euler an@leonverges

faster than the other Euler angles and it has a higher de-
gree of accuracy. This is due to the presence of the reac-
tion wheel, and it is suggested in [2] that it adds a damgq
ing effect to the system. Note that when using the reaction
wheel actively to control the spacecraft's attitude, the re-
action wheel reaches saturation quickly. It is observed that
added noise to the measured states yields more thruster fir-
ings. This work will be part of a basis for the next SSETI

project, ESMO.
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